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Scanning for Digital Content: How Blind and Sighted People
Perceive Concurrent Speech

JOÃO GUERREIRO and DANIEL GONÇALVES, Instituto Superior Técnico,
Universidade de Lisboa/INESC-ID

The widespread availability of digital media has changed the way that people consume information and has
impacted the consumption of auditory information. Despite this recent popularity among sighted people, the
use of auditory feedback to access digital information is not new for visually impaired users. However, its
sequential nature undermines both blind and sighted people’s ability to efficiently find relevant information
in the midst of several potentially useful items. We propose taking advantage of the Cocktail Party Effect,
which states that people are able to focus on a single speech source among several conversations, but
still identify relevant content in the background. Therefore, in contrast to one sequential speech channel, we
hypothesize that people can leverage concurrent speech channels to quickly get the gist of digital information.
In this article, we present an experiment with 46 (23 blind, 23 sighted) participants, which aims to understand
people’s ability to search for relevant content listening to two, three, or four concurrent speech channels.
Our results suggest that both blind and sighted people are able to process concurrent speech in scanning
scenarios. In particular, the use of two concurrent sources may be used both to identify and understand the
content of the relevant sentence. Moreover, three sources may be used for most people depending on the task
intelligibility demands and user characteristics. Contrasting with related work, the use of different voices
did not affect the perception of concurrent speech but was highly preferred by participants. To complement
the analysis, we propose a set of scenarios that may benefit from the use of concurrent speech sources, for
both blind and sighted people, toward a Design for All paradigm.
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1. INTRODUCTION

We live in a time in which the widespread availability of digital media in a myriad of
devices has changed people’s daily lives. It has changed not only the amount of informa-
tion people consume, but also how people consume information. The rising popularity of
auditory media [Peoples and Tilley 2011] is a good example of how media consumption
has changed. People listen to books (and podcasts) when performing tasks that require
the use of the visual channel, such as running or driving, to name a few. For the case of
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visually impaired people, the auditory feedback of screen readers has a central role in
providing access to digital information. However, unlike the visual spatial presentation
on screen that may depict a lot of information at a time, the traditional auditory feed-
back relies on a sequential channel that impairs a quick overview of the content. For
example, sighted users are able to quickly sift through a document or website by look-
ing through visually prominent content or by catching separate phrases and slowing
down depending on their needs (so-called diagonal reading [Backhaus and Tuor 2015]).
These skills allow the individual to get a general idea of the content—skimming—or to
find specific information—scanning [Ahmed et al. 2012b].

Previous research on blind people’s browsing behaviors has shown that they develop
their own strategies [Borodin and Bigham 2010; Vigo and Harper 2013; Watanabe
2007], such as navigating through headings and increasing the speech rate, which help
them to mitigate the lack of visual feedback. However, the sequential characteristic
of auditory feedback impairs a quicker overview of the content when compared to the
visual presentation on screen. This results in less efficiency when searching for poten-
tially relevant information [Borodin and Bigham 2010], particularly when compared
to sighted people’s browsing techniques [Bigham et al. 2007; Takagi et al. 2007].

Traditional auditory feedback, however, does not take advantage of the human
ability to process concurrent, parallel speech channels. The Cocktail Party Effect states
the human ability to focus attention on a single talker among several conversations
and background noise [Cherry 1953]. Moreover, one may detect interesting content
in the background (e.g., one’s own name or favorite subject) and shift the attention to
another talker.

There is evidence that the human brain’s ability to segregate simultaneous speech
depends on characteristics such as the number of concurrent talkers [Brungart and
Simpson 2005a], their differences in spatial locations [Brungart and Simpson 2005a,
2005b], or voice characteristics [Brungart and Simpson 2005a; Darwin et al. 2003;
Vestergaard et al. 2009], among others. In fact, a good configuration of these charac-
teristics enhances the speech intelligibility for both selective [Brungart and Simpson
2005a; Darwin et al. 2003] and divided attention [Shinn-Cunningham and Ihlefeld
2004; Vazquez-alvarez and Brewster 2011] tasks. In the former, one focuses the atten-
tion on a specific talker; in the latter, the attention is divided among several speech
sources. Furthermore, most experiments that focus on speech intelligibility use small
phrases, wherein the participants have to identify all words. However, with longer sen-
tences, people may have enough time to achieve a basic understanding of the text, and
therefore perform scanning and/or skimming tasks more efficiently. This hypothesis is
supported by Cherry’s [1953] pioneer study, which reported one’s ability to perceive an
entire cliché by hearing just a few words.

Previous research stated that blind people, particularly early-blind, have enhanced
capabilities to segregate speech signals [Niemeyer and Starlinger 1981; Hugdahl et al.
2004] due to the process of neuroplasticity. In the particular case of blindness, it states
that a blind person’s brain is reorganized so that part of one’s visual cortex is used for
other purposes, including auditory processing [Burton 2003]. Harper highlighted this
advantage of visually impaired people [2012] when suggesting the use of simultaneous
audio sources to convey web information faster to visually impaired users.

In this article, we argue that both blind and sighted people can leverage the Cocktail
Party Effect to scan for relevant information more efficiently. Moreover, we identify the
differences between these populations, as previous comparisons focus on very small
speech signals (e.g., syllables [Hugdahl et al. 2004]). As a use case scenario, while
exploring news sites, one may be targeting specific subjects to which to pay further
attention. Instead of listening to all headings sequentially, one could listen to two or
three simultaneously to detect the relevant ones. We argue that the use of concurrent
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speech enables blind and sighted people to listen to several unrelated information items
(e.g., articles in news sites, podcast summaries, search results, and social media posts),
get the gist of the information and identify the ones that deserve further attention.

We report on an experiment with 46 people (23 blind, 23 sighted) designed to evaluate
people’s perception of concurrent speech while scanning for relevant information. In
particular, we address the following questions: (1) How many voices can blind and
sighted people listen to and still be able to identify the one with relevant content?
(2) How many voices can blind and sighted people listen to and understand the relevant
one? (3) Do differences in voice characteristics enhance both identification and selective
attention? (4) Do blind and sighted people perform differently?

A main result from this experiment was that blind and sighted participants appear
to be performing in the same way, suggesting that both groups may take advantage
of concurrent speech in scanning tasks. The absence of significant differences between
these user groups promotes new approaches and interfaces that target wider audiences,
rather than very specific solutions focused exclusively on blind people. In particular,
our results suggest that the identification of the relevant source is a straightforward
task when listening to two simultaneous talkers, and most participants were still able
to identify it with three talkers. Moreover, both two and three simultaneous voices may
be used to understand the relevant source’s content depending on speech intelligibility
demands and user characteristics.

This article is an expanded version of a conference paper in the 16th International
ACM SIGACCESS Conference on Computers and Accessibility (ASSETS) [Guerreiro
and Gonçalves 2014], which presents an evaluation of the perception of concurrent
speech by blind people. We extend this experiment with the inclusion of sighted partic-
ipants and consequent analysis of their performance. We report a comparison between
both populations and discuss the scenarios in which the use of concurrent speech may
benefit both sighted and blind people. Moreover, we provide a qualitative analysis in
greater detail.

2. BACKGROUND ON THE COCKTAIL PARTY EFFECT

The Cocktail Party Effect states the human ability to focus the attention on a single
talker among several conversations and background noise [Cherry 1953]. Moreover,
one may detect interesting content in the background (e.g., one’s own name or favorite
subject) and shift attention accordingly. Several researchers investigated how concur-
rent speech intelligibility can be maximized. In humans, Auditory Scene Analysis (ASA)
is the process in which the auditory system segregates a mixture of sounds into dif-
ferent streams [Bregman 1990], and relies on features such as sound spatial locations,
frequencies, and synchrony (e.g., Carlyon [2004], Turgeon et al. [2005], and Brungart
and Simpson [2005a]).

Although intelligibility decreases with the increase in competing talkers, the sepa-
ration of speech signals between ears (dichotic speech) outperforms the use of mixed
signals (monaural speech) [Cherry 1953] and is surpassed only by spatial audio
[Brungart and Simpson 2005a; Drullman and Bronkhorst 2000]. The localization
of sound relies mainly on two interaural cues: Interaural Level Differences (ILDs)
and Interaural Time Differences (ITDs). ILDs refer to the differences in the sound
level/intensity at each ear, and are used mainly at frequencies above 1.5kHz. At fre-
quencies below this threshold, such as speech, people are more sensitive to differences
in the arrival time of the sound at the two ears (ITDs) [Feddersen et al. 1957; Wright and
Fitzgerald 2001], which contribute to the segregation of sound into different streams
(e.g., Darwin [1997], Bronkhorst [2000], and Schwartz et al. [2012]).

Many experiments (e.g., Brungart and Simpson [2005a] and Darwin et al. [2003])
measured concurrent speech intelligibility using the Coordinate Response Measure
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(CRM), a test originally used for military communications [Moore 1995]. In this test, the
listener hears simultaneous phrases of the type “Ready, (call sign), go to (color) (num-
ber) now.” Each concurrent phrase has one of eight call signs (“Baron,” “Charlie,”
“Ringo,” and so on), one of four colors (red, blue, green, white) and one of eight num-
bers (1–8). The participants have to listen to the target phrase containing a specific
call sign (usually “Baron”) and report the corresponding color and number. Using this
measure, Brungart and Simpson [2005a] showed that spatial separation enhanced the
perception of a target speech signal by 25% with one interfering talker and near 50%
with two and three when compared with dichotic speech. In most experiments, in-
cluding Brungart’s, the speech sources were equally spaced in the frontal horizontal
plane, because former research suggested that identifying a speech signal location is
more difficult when varying the vertical position and distance [Wenzel et al. 1993; Yost
1998]. Additionally, a probable reason behind the use of the frontal horizontal plane
is to avoid the front-back confusion found in previous studies on sound localization
[Wenzel et al. 1993]. This confusion refers to the localization of a sound source in the
front that should be in the back, and the other way around.

Other researchers compared the identification and/or intelligibility of speech using
different settings in which the sound sources may have different distances to the
listener or have differently spaced locations (e.g., Brungart and Simpson [2005b]).
Although some of these settings provided better results overall, results were more
disparate among the different locations. For instance, people were able to understand
better the sound sources that were closer, but that reduced the intelligibility of the
ones that were furthest away.

The impact of spatial separation can be minimized for people with spatial hearing
loss, however (more frequent as people age), as it may influence the ability to under-
stand speech in multitalker contexts [Byrne and Noble 1998; Litovsky et al. 2009]. To
cite one example, children with spatial hearing loss have more listening difficulties
in the classroom [Cameron and Dillon 2008]. In addition, more often than not, experi-
ments about ear dominance in the ability to process concurrent speech report a right ear
advantage (e.g., Dirks [1964] and Shankweiler and Studdert-Kennedy [1967]), which
is also suggested by Brungart and Simpson [2005b].

Although most experiments focus on selective attention tasks, for which people have
to pay attention to a single speech signal while neglecting the others, the use of spatial
audio is also valuable in divided attention tasks, in which the attention is divided
between two speech signals [Shinn-Cunningham and Ihlefeld 2004; Vazquez-alvarez
and Brewster 2011].

Another important feature in sound segregation is the use of voices with different
frequencies (pitch and formant frequencies). Brungart and Simpson [2005a], Darwin
et al. [2003], and Vestergaard [2009] showed the advantage in using different gender
talkers. The ability to hear frequencies separately—frequency selectivity—occurs in the
basilar membrane in the cochlea (in the inner ear). It has a tonotopic organization in
which different frequencies are processed at different places along the membrane [Bear
et al. 2006; Talavage et al. 2004]. Each place on the membrane behaves like an auditory
filter that responds to the frequencies within its range [Moore and Gockel 2011].

The increasing use of speech and sound in the interaction of humans with computers
may leverage this phenomenon to provide information more efficiently and/or effec-
tively. Actually, a few studies report that blind people, in particular early-blind, are
more capable in discriminating speech than sighted people are, due to the process of
neuroplasticity [Hugdahl et al. 2004; Niemeyer and Starlinger 1981]. The concept of
neuroplasticity states that areas of the brain that are not used (in this case, the visual
cortex) are reorganized for different purposes [Burton 2003]. To cite one example, an
experiment in which two speech stimuli were presented at the same time to each ear
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(dichotic) evinced the greater capabilities of blind people to understand and report
speech [Hugdahl et al. 2004]. Therein, users had to identify consonant-vowel (CV) syl-
lables in three conditions: no specific conditions regarded attention (Nonforced, NF);
pay attention to the syllables on the right ear (Forced Right, FR); and pay attention to
the syllables on the left ear (Forced Left, FL). The blind participants had significantly
more correct answers from the right ear in the NF condition. They were also better in
the forced conditions, mainly in the FL. Although, in this case, neuroplasticity is usu-
ally associated with congenital or early-blind people, other researchers support that
it occurs also in late-blind people’s brains (e.g., Kujala et al. [1997] and Théoret et al.
[2004]).

3. RELATED WORK

The work reviewed in this section is twofold: first, we look into the research and
techniques that aim to accelerate blind people’s textual scanning; second, we present
research that takes advantage of simultaneous speech feedback both for blind and
sighted people.

3.1. Fast-Reading Techniques

The aforementioned browsing behaviors developed by blind people are crucial to over-
come accessibility limitations, but also to enable more efficient browsing and infor-
mation scanning. For instance, a proper use of the Heading elements and skip links
can significantly speed up web browsing, particularly for scanning tasks [Takagi et al.
2007; Watanabe 2007].

Moreover, previous research has shown that visually impaired people are able to
listen to and understand synthesized speech at higher speech rates than sighted people
[Papadopoulos 2010; Trouvain 2007]. However, this ability depends on factors such as
the person’s age and familiarity with a synthesizer and voice [Stent et al. 2011]. One
experiment that tried to understand blind people’s maximum listening speeds has
shown that advanced users were able to listen to a screen reader 2.8 times faster than
the default rate and still understand at least 50 percent of the information [Asakawa
et al. 2003]. Moreover, novice users were able to listen to a screen reader 1.6 times
faster than the default rate and be able to understand all the content. At that time,
the authors reported the need for an easy and interactive way to change the speech
rate with immediate response [Asakawa et al. 2003]. This feature is now supported
through keyboard shortcuts by mainstream screen readers, which may help avoid the
exhaustion caused by very high speech rates [Trouvain 2007].

A frequent approach to surpassing the lack of efficiency in browsing digital content is
summarization (e.g., Ahmed et al. [2012a] and Harper and Patel [2005]). Ahmed et al.
[2012a] stand out by creating a method that eases changing between the summaries
and the original text. Other researchers try to provide a privileged access and naviga-
tion to key page sections and content (e.g., Yesilada et al. [2007], Lunn et al. [2011],
Mahmud et al. [2007], and Gadde and Bolchini [2014]). Another approach is the use
of sonification, which can be defined as the “use of non-speech audio to convey infor-
mation” [Kramer et al. 2010], such as auditory icons [Gaver 1986], earcons [Brewster
et al. 1993] and spearcons [Walker et al. 2006]. For example, BlindSight [Li et al. 2008]
uses earcons to inform the availability of a calendar slot during a phone conversation.
Although such strategies and approaches enable a more efficient consumption of infor-
mation, “the biggest problem in non-visual browsing remains the speed of information
processing” [Borodin and Bigham 2010]. Therefore, other approaches, combined or not
with current browsing techniques, are needed to accelerate blind people’s information
processing.
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3.2. Simultaneous Sound Applications

The insights provided by the experiments inspired in the Cocktail Party Effect’s
paradigm led to applications that try to take advantage of concurrent speech to present
larger amounts of information more efficiently. Sasayaki [Sato et al. 2011] provides the
output of a standard auditory browser, augmented with a whispering voice channel
used, for example, to locate the screen reader position in the web page or to provide
important contextual information. Other authors introduced spatial audio to map the
current position in a web page, while a different voice provided other information
[Crispien et al. 1996; Goose and Möller 1999].

Another example is Clique [Parente 2006], which places 4 assistants with distinct
voices around the user in a virtual sound space. Each assistant has a role involving
tasks or events (e.g., email, calendar, and browser activity) and is able to use conver-
sation features such as referencing, pacing, and turn taking.

AudioStreamer [Schmandt and Mullins 1995] uses 3 speech sources from audio news
programs in the frontal horizontal plane (1 ahead and others 60 degrees on both sides)
and enhances the signal of the one that is the current focus of interest. To select
the current focus, it captures the gesture of turning the face to the sound’s direction.
Similarly, Sodnik and Tomažič [2009] present different files (two or three) in different
spatial locations. Participants were able to keep track of two simultaneous files; yet,
when three were presented, they were able to focus on only a single file.

Aoki et al. [2003] presented a social audio space supporting multiple simultaneous
conversations. They monitored the participants’ behavior to identify conversational
floors as they emerge and to modify the audio delivered to each participant, enhancing
the signals of interest. SpeechSkimmer [Arons 1997] tries to present recorded speech
faster by presenting the most important segments to one ear and the discarded ma-
terial to the other. SpatialTouch [Guerreiro et al. 2015b] is a nonvisual multitouch
QWERTY keyboard for tablet devices that enables blind users to leverage previous
experience in physical keyboards, by supporting two-handed input through spatial and
simultaneous audio feedback. It relies on male and female voices, for which spatial
location on the frontal horizontal plane depend on each character position in the key-
board. Similarly, we supported two-handed exploration of large touch surfaces using
simultaneous spatial audio feedback [Guerreiro et al. 2015a]. In this solution, each
hand was mapped to a specific voice (male or female) and location (left or right ear) to
aid interaction feedback distinction.

These applications are valuable contributions for their scenarios and tasks; yet, there
are no guarantees that they are suitable when scanning for relevant content.

4. EXPERIMENTAL SETTING

In Guerreiro and Gonçalves [2014], we investigated blind people’s ability to cope with
simultaneous speech in fast-reading tasks such as scanning for relevant content. After-
wards, we conducted the exact same experiment with sighted people. This experiment
with both blind and sighted users intend to answer the following research questions:
(1) How many voices can blind and sighted people listen to, and still be able to iden-
tify the one with relevant content? (2) How many voices can blind and sighted people
listen to, and understand the relevant one? (3) Do differences in voice characteristics
enhance both identification and selective attention? (4) Do sighted and blind people
perform differently?

4.1. Text-to-Speeches

In order to evaluate the perception of concurrent speech by both blind and sighted
people, we built the Text-to-Speeches framework. This framework was first described
in Guerreiro and Gonçalves [2014].
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Text-to-Speeches is able to position several prerecorded audio files in a 3D space
simultaneously. We built a Java framework on top of Paul Lamb’s 3D Sound System
[Lamb 2015], using the LightWeight Java Game Library [LWJGL 2.0 2015] binding of
OpenAL Soft 1.15.1 [OpenAL Soft 2014]. This setting supports the use of digital filters
called Head-Related Transfer Functions (HRTFs), which simulate the acoustic cues
used for spatial localization [Wenzel et al. 1993]. These filters are able to reproduce
both times of arrival and intensity differences of both ears to spatially locate the
sources around a person’s head. The HRTFs are based on measurements influenced
by the listener’s head and ears. Like most experiments (e.g., Brungart and Simpson
[2005a] and Shinn-Cunningham and Ihlefeld [2004]) and for simplicity purposes, we
used nonindividualized measurements from a KEMAR manikin (in this case, from MIT
[Gardner and Martin 2000]).

Current Text-to-Speech software demands a unique, sequential auditory channel.
Therefore, we prerecorded all sentences to .wav files, using DIXI [Paulo et al. 2008],
a TTS developed by INESC-ID’s Spoken Language Systems Laboratory [L2F 2015]
and now commercialized by Voice Interaction [Voice Interaction 2014] (Vicente’s male
voice). These audio files are then placed at different positions in the 3D audio space.

To guarantee different and controlled voices, we manipulated our original voice’s
pitch (Glottal Pulse Rate, GPR) and formant frequencies (Vocal Tract Length, VTL),
using the Praat software [Boersma and Weenink 2014] the same way that Darwin
et al. [2003] did. Moreover, we measured the sound intensity levels of all sound files, in
decibels. For each voice, we calculated a mean intensity value based on all levels from
the 103 snippets. Then, we used Praat to adjust the voice intensities so that all voices
had the same mean intensity level.

4.2. Methodology

The experiment methodology was the same for blind [Guerreiro and Gonçalves 2014]
and sighted people. The multitalker environment was set up based on previous work
in which the Cocktail Party Effect was investigated. In addition, in this experiment,
all sound sources are equally important as all of them may have the information one is
searching for. Hence, the selected configurations were designed to avoid overbalancing
any of the sources. For instance, we decided not to use a different onset time and
volume for each voice, as it would benefit some voices over others. In what follows, we
describe our setting regarding the number of talkers, their spatial location, and voice
characteristics.

4.2.1. Number of Talkers and their Location. Our main research questions focus on the
number of simultaneous talkers that blind and sighted people can listen to and still
identify and understand the content of the relevant one. The related work identified a
constant decrease in performance as the number of talkers increased, whereas results
are nearly 50% of success with four speech sources [Brungart and Simpson 2005a].
Although these results focus on different tasks, they were a good indicator for the
number of sources that we should consider. We decided to conduct the experiment with
two, three, and four simultaneous talkers.

The sound source locations took inspiration from several experiments that use
equally spaced positions in the frontal horizontal plane (e.g., Brungart and Simpson
[2005b] and Drullman and Bronkhorst [2000]). Although other spatial configurations
(e.g., with differently spaced locations) were proposed and provided better results
overall [Brungart and Simpson 2005b], they ended up sacrificing specific locations
that dropped their results significantly. Figure 1 shows our spatial setting. The sound
sources are separated by 180◦, 90◦, and 60◦, for two, three, and four talkers, respectively.

4.2.2. Voice Conditions. Most experiments on simultaneous speech segregation focus
on pitch variations. Yet, the best results are achieved when varying the two main
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Fig. 1. The sound source spatial positioning in the user’s frontal horizontal plane for two, three, and four
talkers.

characteristics that influence male and female voices: the pitch (GPR) and formant
frequencies (VTL) [Brungart and Simpson 2005a; Darwin et al. 2003].

We wanted to validate these differences for longer speech signals. We used a single
voice whose characteristics were manipulated to obtain different voices. Similar to
Vestergaard et al. [2009], this central voice (an androgynous talker), was obtained by
manipulating a male’s voice. Such variations enabled us to measure the effects of pitch
and formant frequencies together while excluding other factors such as intonation or
prosody. Moreover, this option favored a consistent variation toward both male and
female talkers, rather than the predominance of one gender in the experiments. The
analysis of previous research resulted in three conditions:

—Same. In this baseline condition, all talkers have the same central voice previously
mentioned. This voice has a mean pitch of 155Hz and VTL of 147mm.

—Large. This condition aimed at the larger known separation that could still provide
an improvement in performance, for both pitch and VTL variations [Darwin et al.
2003]. In this condition, each voice differs from the subsequent voice in a distance of
7.4 semitones (a ratio of 1.53) in pitch, and a 0.88 ratio in VTL. For instance, with
two voices, the mean pitch values were approximately 125.6 and 192.2Hz, while with
three voices they were 155Hz (the central voice), 237.2Hz, and 100.8 Hz. The central,
androgynous voice was manipulated to obtain all the others. This rather large sepa-
ration between voices, when listening to four talkers, results in two extreme voices
similar to Darwin’s super male and super female, which deviate from normal human
voices [Darwin et al. 2003].

—Small. This condition has half the variation (3.7 semitones in pitch and a 0.945 ratio
in VTL) than the previous condition. This option guaranteed the use of human-like
voices for all talkers (including with four). Moreover, these values are very close to
the larger separation in the study by Vestergaard [2009].

5. DATA COLLECTION

People search daily for information among search engine results, posts, tweets, mail
messages, or news. The process of deciding which pieces of information are relevant
deserves further attention. We centered our task in this frequent need: Relevance Scan-
ning. Among some distractors, the participants have to identify the relevant message
and try to understand its content.

In this experiment, the dataset consists of 103 news snippets from a Portuguese news
site. The snippets contain only raw text and have consistent sizes, so that all sources
stop emitting the information about the same time.

In a first phase, a larger amount of snippets were randomly selected from the news
site. Afterwards, we selected all the ones (103) that held the following constraints:
contained only Portuguese words, correctly pronounced by the TTS; all resulting audio
files had durations between 10s and 11s. Moreover, we changed names, places, and
any other element that could benefit from previous knowledge of particular news or
subjects. During the experiment, the 103 snippets were chosen randomly such that
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none was presented twice per participant. The topics of the snippets include sports,
politics, celebrities, television, and science.

The task consisted of finding the relevant snippet among the presented snippets
at each trial (there could be two, three, or four simultaneous sources) and trying to
understand its content. Before the trial, one relevant snippet was randomly selected
and the researcher provided a set of cues (consistent across participants), which worked
as a hint, to simulate the search for relevant information.

5.1. Procedure

The experiment consisted of two phases that were conducted in the same session: one to
assess the participants’ profiles and a second to investigate the perception of concurrent
speech. It was conducted at a training center for blind and visually impaired people
(Fundação Raquel e Martin Sain) and at our lab (INESC-ID). The characterization ses-
sion took approximately 15min and included an oral questionnaire about demographic
data and screen reader usage, as well as a working memory assessment. To measure
the working memory, the subtest Digit Span of the revised Wechsler Adult Intelligence
Scale (WAIS-R) [Wechsler 1981] was used. In a first phase, the participant must repeat
increasingly long series of digits presented orally; in a second stage, the participant
must repeat additional sets of numbers, but backwards. Such tasks allow the calcula-
tion of a grade that is known to correlate with the participant’s working memory, as
they capture a part of people’s attention mechanisms and executive function.

At the beginning of the evaluation phase, participants were told that the overall
purpose of the experiment was to investigate the perception of concurrent speech for
its potential use in future technological solutions. We then explained the experimental
setup and adjusted the headphones’ volume to a level comfortable for each participant,
using two trials with a single speech signal.

The evaluation consisted of one practice trial and six test trials for each possible
number of talkers (two, three, and four talkers) and had a fixed ascending order. We
based this decision on our objective to investigate the maximum number of simultane-
ous talkers, instead of a fair comparison between them. This option takes advantage
of the previous trials, with fewer talkers, as practice. Moreover, we did not complete
the condition with four talkers, to avoid participants’ fatigue and/or frustration, when
the participant missed more than half the questions with three talkers; or when the
participant was not able to identify the first three with four talkers. Fifteen blind and
18 sighted participants completed the condition with four talkers.

The six trials followed a completely randomized order and consisted of two trials for
each voice characteristics condition (same, large, and small). We ensured that both the
voice (except in same condition) and the location of the relevant source were different
for those two repeated trials. Each trial consisted of the following five phases:

—Hint given by the researcher. The researcher gives a hint about which news/sentence
the participant should pay attention to. This hint consists of the three most important
and defining words in the beginning of the sentence (in the first five words, excluding
prepositions and connectors). It enabled the participants to understand the sentence
subject and provided a clear distinction between news. This procedure is similar to
the one performed in Brungart and Simpson [2005a] and Darwin et al. [2003], but
they use only one word due to their smaller sentences (CRM).

—Play simultaneous speech. The simultaneous sentences start to play at the exact
same time. The participant tries to identify the relevant sentence and understand
as much content as possible.

—Participant’s Report. Participants report the content of the relevant sentence. They
are encouraged to reveal everything that they heard and remember, using the same or
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different words. Related experiments [Brungart and Simpson 2005a; Darwin et al.
2003] ask participants to report the exact same words. In this case, we want to
understand if people can get the gist of the information, independently of the words
perceived.

—Question. The researcher asks a question about the relevant sentence only if the
participant did not provide the answer in the previous report. This question is used
to help recall some of the previously heard content. All sentences have a predefined
question whose answer is not in the first three seconds or in the final two seconds.

—Identification. The researcher asks whether the participant was able to identify the
relevant source and to describe which of them it was. Participants could use the
location, voice, or every other way to describe the sound source. We intended to
assess the easiest way to define a specific sound source.

After the six trials per number of talkers, we asked for participants’ feedback. After
completing all trials, participants were asked to fill out a questionnaire in which they
rated a set of sentences using Likert-type items with a five-point scale. These sentences
included rating their ability to understand the relevant sentence, their comfort listen-
ing to the N number of voices, and the effect of spatial location and voice differences.
The evaluation procedure took on average 45min.

5.2. Apparatus

The Text-To-Speeches framework, previously described in Section 4.1, was used in
the experiment. Participants used AKG K540 headphones that were connected to an
audio interface—Saffire Focusrite PRO 40—to enhance audio quality. The researcher
controlled the experiment through a Java application. The researcher registered the
participants’ answers and sound was recorded during the whole session for further
analysis.

5.3. Participants

Forty-six participants took part in the experiment. First, it included 23 visually im-
paired people, 17 male and 6 female, with ages ranging from 22 to 62 (M = 40.74, SD =
12.36) years old. Nine participants had a congenital visual impairment (two of them)
or their onset age preceded 18 years old (six fully blind; three partially sighted), while
14 had later onset ages (11 fully blind). All participants reported using screen readers
daily (including partially sighted participants). To assess their self-reported experience
with screen readers, we asked them to rate it using Likert-type items with a five-point
scale (from 1 being not experienced to 5 being highly experienced). Most participants
(16) rated themselves as somewhat experienced (rated 3) or experienced (rated 4) (M =
3.39, SD = 1.12), while four rated themselves as highly experienced. Only six partic-
ipants browse websites less than once per week. All participants were recruited from
a training center for visually impaired people. Later, we recruited 23 sighted people,
14 male and 9 female, with ages ranging from 23 to 62 (M = 39.70, SD = 14.74). All
sighted participants browse websites on a daily basis. No participant reported having
severe hearing impairments. Moreover, sighted and blind participants were balanced
in terms of age (U = 232,00, z = −0.477, p = 0.633) and digit span (working memory
assessment) scores (t(43) = −0.58, p = 0.954).

5.4. Design and Analysis

We used a 3x3x2 within-subjects design in which participants tested each combination
of number of sources level (two, three, or four) and source separation (same, small,
and large) two times. In each of these two repetitions, the frequency of the voice and
the location of the relevant news item within the number of available sources was
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completely randomized (but avoiding repetitions in the same voice condition). First,
we analyzed the data for sighted and blind participants separately in order to assess
their ability to cope with concurrent speech. Then, we performed a between-subjects
comparison between both populations to assess their differences.

This design resulted in 366 trials in total for blind participants; 15 completed all
conditions (18 trials), while the remaining 8 did not complete the condition with 4
voices (12 trials). Sighted participants performed 384 trials; 18 completed all conditions.
We performed Shapiro-Wilkinson normality tests to observed values in all continuous
dependent variables. Parametric tests were applied for normally distributed variables;
nonparametric tests were applied otherwise. Bonferroni corrections were applied in
post-hoc comparisons.

To analyze the participants’ performance, we used the following metrics:

—Identification of the Relevant Sentence. After each trial, participants were asked to
identify which sound source contained the relevant sentence. This metric shows the
identification success rate, where a correct identification means that the participant
described the exact location or voice of the relevant sentence. When we refer to side
identification (in the four-voice condition) it means that participants were able to
identify the correct side, but were not able to distinguish between the lateral and
diagonal locations.

—Completeness of participants’ descriptions. After listening to the concurrent news,
participants were asked to report everything that they recalled about the relevant
sentence. This measure reflects the percentage of relevant content that is reported
by participants. To this effect, we considered all the parts of speech considered as
content words (versus function words) in the snippets: verbs, nouns, adjectives, and
adverbs [Winkler 2008]. Each snippet had between 14 and 20 content words (M =
16.80, SD = 1.47). To obtain a percentage for each description, we counted the content
words that were reported, either using or not using the exact words. This assessment
was performed by the authors, using a thesaurus and their contextual knowledge
when needed (for instance, when replacing “our country” with “Portugal” or “the
Lisbon rivals” with “Benfica and Sporting” (football/soccer teams)).

—Answers Correctness. After the participants’ description, we asked them a specific
(predetermined) question about the relevant sentence. This metric shows this ques-
tion success rate. In the case that the participants had already mentioned the re-
sponse in their descriptions, it is marked as correct without asking the question.

6. ANALYSIS OF THE PERCEPTION OF CONCURRENT SPEECH

Our goal was to understand how people cope with simultaneous information items in a
Scanning task. In this evaluation, we analyze and compare blind and sighted people’s
ability to identify the item of interest and to focus their attention on it. Moreover, we
compare voice conditions and the effect of working memory.

6.1. Identification of the Relevant Sentence

In order to identify the relevant sentence, participants needed to describe its location
or voice characteristics. Overall, and including side identifications, out of 750 trials,
participants were able to identify the correct speech source in 638 (85.1%).

6.1.1. Blind Participants. In 366 trials, blind participants correctly identified 289 news
(79%), which increases to 301 if we include side identifications (82%). When asked about
the source, participants identified the locations more times (298) than the talker’s voice
(16).

Figure 2 presents the success rate in the identification of the audio source. Table I—B
values—shows that the voice conditions alone did not affect the identification of the
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Fig. 2. The success rate (y-axis) for the identification of the relevant audio source, per number of sources and
voice conditions, for both blind (B) and sighted (S) participants. Error bars denote 95% confidence intervals.

Table I. Statistical Analysis of the Comparison of Voice Characteristics Within Number of Voice Conditions:
Results of the Identification of the Relevant Sentence for Both Blind (B) and Sighted (S) People

Note: The chi-square (χ2) row corresponds to the comparison between the three related groups (large,
small, and same) using a Friedman test. When this test shows significant differences, we run the post-hocs
(Wilcoxon signed rank tests) and present the Z- and p-values. Otherwise, the p-value corresponds to the
Friedman test analysis.

relevant source. In the case that we consider also side identifications with four voices,
the rate of correct identifications increases (from 50%, 43.3% and 50%) to 63.3%, 53.3%,
and 66.7% for the same, small, and large conditions (still with no significant differ-
ences). The absence of an effect of voice conditions contradicts the related work (e.g.,
Brungart and Simpson [2005a]), but may be explained by the length of our sentences
(nearly 10s), which provides more time to explore the audio space.

In contrast, the number of sources has a significant effect on sound source identifi-
cation for all voice characteristics (Table II—B values), mainly between two and four
talkers. Moreover, results also differ when comparing between two and three sources,
mostly in the large condition; however, the same and small conditions also suggest an
effect of the number of talkers from two to three. The difference between three and
four talkers is more evident for both the same and small conditions. Although the data
shows a tendency in the large condition, there is not a significant difference if we also
consider side identifications (p = 0.132). A deeper insight on this matter is provided by
the participants’ comments. They reported that, even though very high-pitched or deep
voices are somehow annoying, they are easier to distinguish in the midst of several
other voices.

These results show that blind people are able to identify the relevant source when
there are two simultaneous talkers. In fact, 20 (out of 23) participants were able to
identify the relevant source in all six trials with two voices. Moreover, eight participants
were able to keep this record with three simultaneous talkers, while seven missed
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Table II. Statistical Analysis of the Comparison of Number of Voices Within Voice Characteristics Conditions:
Results of the Identification of the Relevant Sentence for Both Blind (B) and Sighted (S) People

Note: The chi-square (χ2) row corresponds to the comparison between the three related groups (2, 3,
and 4 voices) using a Friedman test. As all such tests showed significant differences, we run the post-hocs
(Wilcoxon signed rank tests) and present the Z- and p-values. Highlighted p-values correspond to significant
differences with Bonferroni corrections.

only one trial. On the other hand, with four talkers, no participant identified the
relevant source in the six trials. Specifically, one participant was able to identify the
relevant source in five trials, which increases to three participants if we consider side
identifications.

6.1.2. Sighted Participants. In the replicated experiment, sighted participants correctly
identified the relevant sentence in 311 out of 384 trials (80.7%). This number increases
to 337 (87.8%) if we consider side identifications. Similar to blind participants, they
identified the source more often using its location (322 trials) than the talker’s voice
(14 trials).

Figure 2 shows the success rate for the correct identification of the audio source. Yet,
if we consider side identifications with four voices, the rate of correct identifications
increases (from 47.2%, 50%, and 52.8%) to 63.9%, 69.4%, and 75.0% for the same,
small, and large conditions, respectively. Similar to blind participants’ results, the voice
variations alone did not affect the identification of the relevant source when considering
three and four simultaneous talkers. However, there were significant differences in
voice variations with two talkers (Table I—S values). The post-hoc analysis has shown a
slight disadvantage for the small condition when compared to large and same conditions
because, in these two conditions, all participants were able to identify the correct source
in all trials.

As with blind participants, the number of sources has a significant effect on sound
source identification in all voice characteristics conditions (Table II—S values), partic-
ularly between two and four talkers. The comparison between two and three sources
revealed greater differences in the large condition and a smaller tendency in the same
condition. However, there were no differences in the small condition, mainly due to its
results with two voices, which were significantly worse than the other two voice condi-
tions. The difference between three and four talkers is clear for all voice conditions.

These results show that sighted users are able to identify the relevant source when
there are two simultaneous talkers. In this case, 19 (out of 23) participants were able
to identify the relevant source in all six trials. Moreover, 10 participants were able to
keep this record with three simultaneous talkers, while 11 missed only one trial. On
the other hand, with four talkers, no participant identified the relevant source in the
six trials (2–8, if we consider side identifications, were able to identify it in five trials).

6.1.3. Comparison. The separate analysis of these groups has shown some differences
between conditions within each group, which ended up not being verified in the other
(e.g., the small condition with two voices was worse than large and same only for sighted
people). However, the comparison between blind and sighted participants’ ability to
identify the correct sound source has shown no significant differences between groups
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Fig. 3. The success rate (y axis) for correct answers to the predetermined question, per voice characteristics
and number of sources, for both blind (B) and sighted (S) participants.

(p < 0.05) in all nine conditions (Number of voices * Voice Condition, 3*3). The absence
of differences between blind and sighted people suggests that both groups may have a
similar ability to identify the correct source under the same conditions. In particular,
this analysis and Figure 2 show that this is a trivial task with two concurrent talkers
and, for most participants, with three.

6.2. Intelligibility and Report

To assess speech intelligibility, we relied on two methods: completeness of partic-
ipants’ descriptions and answer correctness. First, we analyze the participants’
answer correctness, which provides some indications of whether the participants un-
derstood the sentence or not, but cannot be used to assess the comprehension of the
entire sentence. It might be the case that participants missed, or forgot, the specific
part that is important to answer the question. Therefore, we then analyze the complete-
ness of participants’ descriptions to assess the comprehension of the entire sentence
(Figure 4 presents the mean values for each condition).

6.2.1. Blind Participants. An analysis of answer correctness supports that the voice char-
acteristics did not affect the comprehension of the relevant sentence, as no significant
differences were found within each number-of-talkers condition (p > 0.05 in all com-
parisons). However, there is a decreasing tendency of speech intelligibility when the
number of talkers increases (Figure 3 and Table III—B values). Pairwise comparisons
have shown differences between the use of two and four voices for all voice charac-
teristics (but only a minor effect in the same voice condition). However, no significant
differences were found between two and three voices, unless in the large-separations
condition due to its better results with two voices. Specifically, in this condition, partici-
pants answered correctly 65% of the questions (76% if we consider incomplete answers).
Although there seems to be a minor effect of the number of voices between three and
four talkers in all voice conditions, no significant differences were found. This result is
explained by the eight participants that did not complete the condition with four voices,
thus are not included in the analysis. Furthermore, the differences in the number of
talkers seem to be consistent among users as seven participants were able to answer
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Table III. Statistical Analysis of the Comparison of Number of Voices Within Voice Characteristics Conditions:
Results of the Correctness of Participants’ Answers for both Blind (B) and Sighted (S) People

Note: The chi-square (χ2) row corresponds to the comparison between the three related groups (2, 3, and
4 voices) using a Friedman test. We ran the post-hocs (Wilcoxon signed rank tests) and present the Z- and
p-values. Highlighted p-values correspond to significant differences with Bonferroni corrections.

Fig. 4. Mean values (y axis) of user descriptions—percentage of content words reported—per number of
sources and voice condition, for both blind (B) and sighted (S) participants. Error bars denote 95% confidence
intervals.

correctly to at least five trials with two talkers, but none achieved that result with
three or four talkers.

Regarding the completeness of the participants’ descriptions (Figure 4), a Friedman
test for each number-of-talkers condition showed no effect of voice condition in the sen-
tence reports. Yet, the number of voices had a significant role in speech intelligibility
in almost every comparison within voice characteristics (p < 0.01). The exceptions lie
between three and four talkers, for both large and small conditions (p = 0.041 and
p = 0.026, respectively), which also show a clear tendency dependent of the number
of sources. Furthermore, there could be greater differences if all participants had per-
formed the conditions with four voices, as those participants were the ones having more
difficulties during the test. An average of sentence completeness within the six trials of
each number of sources has shown that seven participants reported more than half of
the sentence content when listening to two talkers, while three were able to keep that
result with three talkers. If we consider an understanding of a quarter of the sentence,
the numbers rise to 18 and 12 participants for two and three talkers, respectively.

6.2.2. Sighted Participants. For sighted participants, voice characteristics did not affect
the comprehension of the relevant sentence (p > 0.05 in all comparisons within the
number-of-talkers condition). Similar to the analysis of blind participants’ results,
there is a decreasing tendency in the answer correctness when the number of talkers
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Table IV. Correlations Between Digit Span Scores and Description Completeness in all Conditions,
for Both Blind and Sighted Participants

increase (Figure 3 and Table III—S values). The large condition with two talkers also
presents the best results (64.4%, reaching 80% if we consider incomplete answers).
The comparisons between two and four voices have shown significant differences in all
voice conditions, but the effect of the number of voices is smaller in the other pairwise
comparisons. However, the differences between three and four voices could be greater if
all participants had completed the condition with four voices. In general, three sighted
participants were able to answer correctly to at least five trials with two talkers, but
none with three or four talkers.

Regarding the completeness of the participants’ descriptions (Figure 4), the number
of sources had more impact in speech intelligibility than the voice conditions, which
presented no significant differences. In contrast, speech intelligibility decreased as the
number of sources increased in almost every comparison within voice conditions (p <
0.01). The exceptions lie between two and three talkers, for both large and small con-
ditions (p = 0.091 and p = 0.046, respectively), which also suggest a minor decreasing
tendency (although nonsignificant). An average of the six trials for each talker condi-
tion shows that nine participants reported more than half of the sentence content when
listening to two talkers, while two were able to keep that result with three talkers. If
we consider an understanding of a quarter of the sentence, the numbers rise to 22 and
21 participants for two and three talkers, respectively.

6.2.3. Comparison. Similar to the identification of the relevant source, the ability to
understand and report the relevant content was not significantly different between
groups. Figure 3 shows that blind and sighted participants’ results are very similar
in all conditions. They show minor differences on some conditions, but are somehow
balanced between the user groups (Mann-Whitney U tests have shown no significant
differences in all conditions). An analysis of the completeness of descriptions between
sighted and blind participants has also shown no significant differences in all conditions
(p > 0.05 in the nine comparisons). Again, these results suggest that both groups have
a similar ability to understand the content of the relevant sentence. Moreover, their
ability to report it depends on the number of simultaneous talkers. Figure 4 shows
mean completeness scores between 49.6% and 42.1% with two voices, between 37.4%
and 26.7% with three voices, and between 21.9% and 10.4% with four voices. In addition,
13 participants did not complete the condition with four voices, supporting a greater
difficulty to identify and to understand the relevant sentence in comparison with the
conditions with two and three voices.

6.3. Effect of Working Memory

Although being a cognitively demanding task, the previous results suggest that the
use of simultaneous speech depends on the ratio of information that needs to be pro-
cessed. Moreover, the person’s cognitive abilities are also crucial to assess the usage
of multiple talkers. Table IV presents the Spearman’s rho correlation between Digit
Span scores and sentence completeness for each condition, for both groups. Regarding
blind participants, it shows medium to large correlations between digit span and all
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Fig. 5. Mean completeness of participants’ descriptions for each location, depending on the number of
talkers, for both sighted (dashed) and blind participants.

conditions with two and three talkers. In these conditions, participants have reported
greater ease to identify and listen to the relevant sentence, but claimed having difficul-
ties recalling the content that they have heard. These results and comments support
that participants with lower working memory capacities (either related to attention
and/or executive function) may have heard the sentences but, meanwhile, forgot the
content.

In contrast, sighted participants’ working memory scores did not correlate with
sentence completeness for the none condition. This is a surprising result, but may be
related to the fact that sighted participants’ digit span scores (M = 59.7, SD = 15.2) were
more homogeneous than those of blind participants (M = 59.4, SD = 22.3). Regardless
of these differences, the need to recall what they had listened to was identified as the
main challenge by most participants for two and three talkers. However, participants
reported that it was easier to recall information about sentences in which they were
genuinely interested.

6.4. Relevant Talker’s Position and Voice

The talkers’ spatial positions were fixed and established beforehand. Still, the relevant
news could vary among them. Figure 5 shows the mean completeness of participants’
descriptions for each location depending on the number of talkers, for both blind and
sighted participants. Overall, there were no significant differences between the two
groups (p > 0.05 in the respective comparisons) except for the lateral right position
with four voices, for which the blind participants performed significantly worse than
the sighted ones (U = 49.5, Z = −2.36, p < 0.05). However, we found no explanations
for this difference.

The results with two talkers were very similar between the left and right locations,
within both blind (Z = −0.156, p = 0.875) and sighted (Z = −1.460, p = 0.144) partic-
ipants. However, with three talkers, the description completeness score was lower for
the frontal position (p < 0.05 in the comparisons between lateral and frontal positions,
except between left and frontal positions, but just for blind participants: Z = −1.416,
p = 0.157). This difference is supported by 26 participants’ comments that stated that
it was more difficult to listen to and isolate the frontal voice. One blind participant
stated:

When I want to focus my attention on a lateral source, I shut down the other ear and
therefore I’m able to focus my attention on the ear of interest. However, for the frontal
voice I cannot shut down any of the ears or I would listen to that lateral voice more
clearly. . . so I really have to listen to the three sources, which augments the confusion.
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With four talkers, the lateral positions produced slightly better results (but not
significantly different) and participants commented that the lateral audio sources were
better perceived than the diagonal ones. These comments are consistent with previous
work as the leftmost and rightmost locations are easier to identify due to the higher
intensity arising from the proximity to the ears [Zurek 1993]. This difference occurs
because, even though all voices have the same mean intensity, the sound intensity at
each ear depends on the spatial position of the respective talker. Although the talkers’
positions are equally distant to the user’s head, the lateral ones are slightly closer to
the user’s ear (and directed straight to the ear). When trying to understand a lateral
source, this very slight difference enabled the participants to focus their attention on
the respective ear. In contrast, the diagonal talkers’ voices are heard in both ears,
but slightly lower at each ear than the lateral ones. Focusing the attention in both
ears results in a greater confusion, as the four voices are heard simultaneously, while
focusing on the respective ear diverts the attention to the lateral source instead of the
diagonal one.

The variations of the relevant talker’s voice ended up not having a noticeable effect.
The only exception is with four talkers, for which the high-pitched voice held better
results: 26.7% for blind and 26.8% for sighted participants in comparison to other
voices; from 10.4% to 22.1% for the androgynous (for blind participants) and male
(for sighted participants) voices, respectively. One blind participant noted that “the
high-pitched voice is irritating, but actually it is easier to distinguish it in the midst
of several talkers.” This result is surprising as lower frequencies are less likely to be
processed by the same auditory filter and therefore are easier to segregate than higher
frequencies, which may be perceived as belonging to the same auditory stream [Darwin
1997]. However, some participants preferred listening to lower-pitched voices, as they
found them more natural and easier to understand.

6.5. Neuroplasticity and Blindness Onset Age

Previous research about neuroplasticity and its effect on speech segregation led us to
compare the blind participants’ performance based on their blindness onset age. In
a first attempt, described in Guerreiro and Gonçalves [2014], we analyzed the per-
formance of participants with a congenital visual impairment or with an onset age
that precedes 18 years, in comparison with participants with later onset ages. Mann-
Whitney U tests revealed no significant differences in sentence completeness (neither
source identification) between the two groups in all conditions (p < 0.05 in all condi-
tions). However, the eight participants that were unable to complete the condition with
four talkers were either late blind or had partial sight, which may suggest an effect of
neuroplasticity.

Literature reviews are not consistent in the ages used to classify (and compare
the results between) early- and late-blind people, nor there is an agreement on when
people’s neuroplasticity fades. In fact, there is evidence that this phenomenon also
occurs in late-blind people’s brains (e.g., Kujala et al. [1997] and Théoret et al. [2004]).
We performed a correlation analysis between onset age and the completeness of blind
participants’ descriptions, which has shown negative correlations (earlier onset age,
results in more complete descriptions), but only in three conditions (two voices with
small separations, rho = −0.543, p < .05; three with large separations, rho = −0.460,
p < .05; and four same voices, rho = −0.511, p = .062). Again, while these results may
suggest a greater effect of neuroplasticity in participants with earlier-blindness onset,
further research would be needed in order to better understand the effects of onset age
and residual vision in this particular task.

Similarly, and although we could expect an advantage for blind people due to sensory
compensation and/or neuroplasticity, results have shown no significant differences in
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Table V. Median and Interquartile Range (IQR) Values of Questionnaire Ratings

comparison to sighted participants regarding the ability to both identify and under-
stand the relevant content. These results may be explained by the small number of
early fully blind participants in our experiment (six participants with onset ages prior
to 18 years old), but may as well be related with the information scanning task and
our experimental setting. In particular, the use of different spatial locations enhances
speech segregation, which may have reduced the impact of neuroplasticity. Moreover,
previous experiments about speech segregation and the effect of neuroplasticity use
smaller utterances, while the news snippets enable people to spend more time trying
to identify and understand the relevant sentence.

6.6. Subjective Feedback

After completing all trials, we asked participants to rate two sentences using Likert-
type items with a five-point scale (1 being Strongly Disagree to 5 being Strongly Agree)
for each number of sources (2, 3, and 4). They had to rate the ability to understand the
relevant sentence (“I am able to understand the content of the relevant sentence with X
talkers”) and how comfortable they were (“I am comfortable listening to X news simul-
taneously”). Moreover, we asked the participants to rate the influence of the spatial
location of the relevant sentence (the spatial location of the relevant sentence affected
its comprehension), the influence of the voice of the relevant sentence (the voice of the
relevant sentence affected its comprehension) and the effect of the difference between
simultaneous voices (the voice differences among the simultaneous sentences have an
effect on the relevant sentence comprehension).

Both the self-reported ability to understand the content and the comfort levels sup-
port the results reported in the previous sections (Table V). Both user groups were able
to understand the relevant content and felt comfortable with two voices, but the ratings
with three voices do not show a clear tendency either for or against its use. In line with
the experiment’s objective results, some participants were able to maintain a similar
ability to understand the relevant content, but others considerably decreased their real
and self-reported performance. Participants’ ratings of four voices were consistent with
their comments, as most reported that four voices are excessive as it is very difficult to
identify the relevant source and, after a successful identification, segregate it among
the others to understand its content.

The difficulty in dealing with four voices was many times accompanied by comments
referring to the need to practice more often in order to achieve better results. One blind
participant reported that “the same happens with the use of faster speech rates. We start
with the default rate, but as we become experts, we increase the speech rate. Probably the
same would happen with the number of voices.” This ability to improve the segregation
of sound with practice is supported by previous research and would be interesting to
study in future work [Alain 2007].
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Again, there is an absence of differences between user groups in all the aforemen-
tioned self-reported ratings (p-values between 0.731 and 0.863). Table V shows that
both groups (no significant difference: p = 0.128) had mixed opinions regarding an effect
of the voice of the relevant sentence (blind: M = 3.1, SD = 1.4; sighted: M = 3.7, SD =
1.3). However, the ones that argued in favor of voice importance relied on two contrary
arguments. While some users preferred listening to deep voices, as they sounded softer
and more natural, others claimed that high-pitched voices were “easier to distinguish
in the midst of several talkers” even though they were irritating. One blind participant
said that he “would prefer listening to a normal voice when listening to default news,
but use a high-pitched voice if there is a need to highlight a particular one.”

The influence of the voice location was corroborated by several participants, but more
by sighted (M = 4.1, SD = 1.2) rather than blind (M = 3, SD = 1.6) participants (p <
.05). Although most participants had no preference between the right and left sides, 10
blind and 16 sighted participants reported more difficulty understanding the central
voices (both with three and four voices).

Regarding the effect of difference/similarity of the concurrent voices, it was more
evident (p < 0.05) for sighted (M = 4.0, SD = 1.4) than for blind people (M = 3.3, SD =
1.3). However, most participants reported a preference for different voices. The main
reason was that it was “easier to separate the different news and isolate the relevant
one.” This was “more important as the number of voices increase. With two voices, it is
not that relevant, but with three and mainly four, it gets very difficult when the voices are
similar.” In contrast, the participants that found no advantages in the use of different
voices claimed that the different locations are much more important and suffice to
enable the discrimination between sound sources.

All participants referred to the condition with four voices as the most difficult. In
this condition, it was harder to identify and keep track of the relevant sentence. The
ability to recall what they have heard was a challenge transverse to all conditions,
but it decreased as the number of sources increased. Furthermore, some participants
noted that concurrent sentences with similar subjects hinder their ability to identify
the relevant one and that the subject of the news influences their ability to recall and
report what they have heard.

7. DISCUSSION

The analysis of this experiment enabled us to address our research goals. In this
section, we present the main findings that may guide the design of future interfaces.

Blind and sighted people appear to be performing in the same way. The compar-
ison between blind and sighted participants’ performance has shown no significant
differences between them. This includes the identification of the relevant source as
well as the ability to understand its content. Moreover, blind and sighted people’s self-
reported ability to understand the relevant sentence is very similar and complies with
their actual performance. The need to consume digital information in several contexts,
including without visual feedback, approximates the design space of future solutions
for both sighted and blind populations. The lack of significant differences between them
in this experiment provides two important implications for future work. First, it shows
that sighted people are also able to cope with simultaneous speech, encouraging new
solutions based on this approach. Second, it diminishes the need for adaptations in
future interfaces that may be used by both blind and sighted persons.

Two and three concurrent talkers enable identification. Results show that both blind
and sighted people are able to identify the relevant snippet when listening to two
simultaneous talkers (Figure 2). In fact, 39 of 46 participants had a 100% success rate.
Despite the fact that the identification rate decreases with three talkers, some users
are still able to identify the relevant snippet. In particular, 36 participants identified
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the relevant snippet in at least five of the six trials. The use of four voices considerably
affected the identification rate. Yet, an average result near 50% suggests that it may be
suitable in scenarios that admit worst performances. These results support the usage
of concurrent speech (two to three talkers) in tasks that require the selection of an item
of interest. Articles from news sites, search results, or posts in Social Networking Sites
(SNS) are good examples, as users may scan through the content to select the ones that
deserve further attention.

Identification through location. Location was by far the preferred attribute to de-
scribe the relevant sentence. This finding can be leveraged for interaction purposes, for
instance, to select or to increase one source’s volume. It was previously done with head
movements [Crispien et al. 1996], but can also be applied to the usage of gestures in
touch screens, specific keys in keyboards, among other approaches.

Use two or three talkers, depending on intelligibility demands. The report task is
demanding by itself and is aggravated by the presence of another talker, since intelligi-
bility is clearly influenced by the number of simultaneous talkers. The decision to use
two or three talkers should take into consideration the intelligibility demands. The use
of three talkers may be used when one needs to obtain solely the gist of the sentence.
To cite one example, one blind participant suggested the use of “three talkers in search
engines, as the relevant result is usually among the first three.” In cases in which the
intelligibility demands are greater, the option should go to two talkers. Another blind
participant stated: “I usually listen to two news channels simultaneously (in the televi-
sion and computer) and I am able to focus the attention on one of them when I identify
relevant content.” These results show that not only concurrent speech can be used to
identify the relevant content, but also to understand its content.

Working memory plays an important role. Blind participants’ Digit Span scores are
highly correlated with the amount of information reported after a trial. Although there
were no such correlations for sighted participants, both user groups pointed out the
difficulty of recalling what they had just heard. These scores should be used to deter-
mine the tasks that support the use of multiple sources. People with lower digit span
scores, and therefore a greater difficulty to recall what they heard, can take advantage
of simultaneous speech only in tasks for which the intelligibility demands are lower.
In contrast, people with higher scores may perform (more) demanding tasks with both
two and three talkers. Moreover, our results showed that identification and intelligi-
bility can be attained with two or three sources, when this was done as the user’s main
task. The high correlations with digit span scores suggest that this could be harder to
accomplish in more demanding settings (e.g., a blind person walking in the street).

Voice differences are not crucial, but preferred. Apart from very specific situations,
voice differences did not provide an advantage either for speech identification or intel-
ligibility. Although the related work shows that using different frequencies enhances
speech segregation, it also shows that each attribute provides a greater effect when
varied alone [Brungart and Simpson 2005a]. In our work, the use of different spatial
locations seems to suffice for the task addressed. Nevertheless, the participants felt
more confident when the voices were different. In particular, 33 participants preferred
listening to different voices, while only two preferred the same voice. One blind partic-
ipant stated, “It is better to use different voices, because it requires less effort to follow
the same sentence. This is particularly useful when listening to three or four talkers.”

8. USAGE SCENARIOS

The overall results open an avenue for different approaches and interfaces that tar-
get a much wider audience, instead of solutions to exclusively enhance blind people’s
scanning for relevant content. In this case, both groups’ ability to process concur-
rent sentences eases and reduces the effort of Design for All (or Universal Design)
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[Stephanidis 2001] approaches. Interface designers can and should consider proactive
strategies in order to address different ranges of human abilities/disabilities.

The abundance of digital information, as well as people’s constant need to consume it,
result in ubiquitous consumption either in personal computers or smartphones. Using
auditory feedback to convey digital information to sighted people is not new. This is
supported by the rising popularity of podcasts and audio books [Peoples and Tilley
2011] and may be leveraged in scenarios in which it may be difficult, unpleasant or less
appropriate to rely on visual feedback (e.g., hiking, running, commuting, and so on).
For instance, Capti-Narrator [Borodin et al. 2014] enables users to listen to content
instead of reading it, by creating a playlist with news, blog posts, documents, or e-books.
Although it is very unlikely that sighted users would make use of concurrent auditory
feedback for ordinary use, they could take advantage of concurrent speech to increase
the efficiency of information consumption in specialized scenarios.

The growing auditory information consumption by both blind and sighted people
stimulates the emergence of techniques to improve and accelerate this process. We
present some scenarios in which concurrent speech may be used to improve the effi-
ciency of processing auditory information.

8.1. Scanning for Relevant Information Items

Listening carefully to documents, news, or blog posts requires a person’s complete at-
tention; the use of concurrent speech would most likely hamper the full comprehension
of the text. However, its use on a preliminary selection task, in which users assess the
worthiness of an information item, does not require understanding the entire content.
Among several podcasts, Capti-Narrator items [Borodin et al. 2014], search results,
posts, or news lies a decision of which are relevant and deserve further attention. This
preliminary assessment may be currently done visually by sighted users or via the
sequential audio of screen readers by blind users. Yet, the use of concurrent speech
could eliminate the need for visual feedback for the former in specific scenarios while
trying to accelerate this task for the latter.

The web accommodates a multitude of platforms that comprise numerous summa-
rized, or already small per se, information items that (try to) provide the gist of the con-
tent to help the user decide if they need further attention. These platforms may contain
titles or small descriptions/snippets and include, for example, search engines, SNS such
as Facebook and Twitter, blogs, RSS feeds, news sites, and e-mail platforms. During
our experiment, one blind participant suggested the use of (three) concurrent talkers
in search engines to improve efficiency, since the relevant result is usually among the
first ones. Another blind user mentioned that he already listens to simultaneous news
from television and his computer, in order to avoid listening to uninteresting content
and focus on the ones of interest.

Scanning for relevant content may be seen as a task for immediate information
consumption, but also to mark interesting content to process later. In the first, users
may listen to simultaneous items and select the one of interest to listen to at that
time. In the latter, participants may be presented with several information items,
whereas they may mark the ones they would like to listen to in the future. A parallel
may be found, for example, in adding items to a podcast or Capti-Narrator playlist.
Furthermore, it may be found in mainstream platforms, where websites or posts in
SNS are bookmarked or favorited and e-mails are starred.

8.2. Scanning for Specific Information

Websites and documents with a lot of text may make the search for specific content diffi-
cult when the user struggles to find a particular word or phrase to search for. The use of
concurrent speech may be an alternative to higher speech rates or paragraph/heading
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navigation. Instead, different paragraphs or sections could be read simultaneously,
helping the user to find the actual content of interest, or at least its paragraph or
section. In such scenarios, interaction mechanisms are very important to manage the
simultaneous audio. Better interaction tools would help the user to easily discard ma-
terial or save for further reading.

8.3. Notifications using a Secondary Audio Channel

The aforementioned scenarios that may use concurrent speech focus on scanning tasks
that occur occasionally. The use of concurrent speech as the main mode to consume
auditory information would be highly cognitively demanding and therefore somehow
unrealistic. While the main exploration mode may still rely on a unique speech source,
notifications do not need to be confined to uninformative alert sounds. While listening
to a document, blog post, or the daily news, chat or e-mail notifications could include
the subject or the sender’s name, instead of a beep sound that may induce the user to
interrupt one’s current task. Another example is the one of SNS, in which a user may
be listening to the news feed and simultaneously being informed about new notifica-
tions or chat alerts. In the particular case of blind people, a proper use of Accessible
Rich Internet Applications specification (WAI-ARIA) could leverage a secondary speech
channel to help deal with dynamic content, website refreshes and advanced interface
functions developed with Ajax, HTML5, or JavaScript.

8.4. Multitouch to Multisound

Touchscreens have become pervasive, mostly due to the success of smartphones. Re-
cently, these device dimensions have been increasing, tablet devices are growing in
popularity, and large interactive tabletops are gaining space. As these devices are in-
herently visual and lack the tactile feedback of keypad phones and laptop keyboards,
blind people rely largely on mainstream accessibility features such as Apple’s VoiceOver
or Android’s Talkback, which allow them to explore and control the device by providing
audio feedback for touch actions. While touchscreens support multitouch interaction,
current screen readers are limited to a single, sequential auditory channel. However,
the growing dimensions of touchscreen surfaces enables two-handed interaction and
exploration of the screen. Blind people’s demonstrated ability to understand simul-
taneous speech sources encourages new interaction methods for nonvisual access on
touchscreens that can leverage their dimensions and multitouch capabilities. For in-
stance, we have developed SpatialTouch [Guerreiro et al. 2015b], an input system for
tablet devices that supports two-handed interaction through multitouch exploration
and spatial, simultaneous audio feedback. It tries to mimic and leverage previous ex-
perience with physical QWERTY keyboards by enabling the user to rest one’s fingers
on the home keys to orient one’s position within the keyboard and locate desired keys.
In a different context, we supported two-handed exploration of large touch surfaces
[Guerreiro et al. 2015a] using a similar approach. Each hand was mapped to a spe-
cific voice (male or female) and assigned a specific location (left or right ear). Similar
approaches may rely on concurrent speech to leverage the multitouch capabilities of
these devices.

9. CONCLUSIONS

Blind people rely mostly on the auditory channel to access digital information, but
sighted people’s auditory consumption of information is also increasing. In this article,
we aimed to study the human ability to leverage the Cocktail Party Effect to scan
for digital content using concurrent speech. The comparison between blind and sighted
participants suggested that both user groups may take advantage of concurrent speech
in scanning tasks. Moreover, it pointed toward the design of interfaces that target both
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user groups without major adaptations, as their results were very similar. In line with
previous research, in this experiment we found that both identification of the relevant
source and speech intelligibility decrease with an increasing number of concurrent
talkers. Our results show that identification of the relevant source is a straightforward
task when listening to two talkers and, for most participants, it was also easy to
identify with three. Moreover, both two and three simultaneous sources may be used to
understand the relevant source’s content depending on speech intelligibility demands
and user characteristics (working memory). Unlike the related work, which deals with
much smaller speech signals, differences in voice characteristics did not provide a
greater effect in either speech identification or intelligibility. However, participants
preferred, and felt more confident with, the use of concurrent talkers with different
voices.

Similar to the use of faster speech rates, simultaneous speech segregation can ben-
efit from practice [Alain 2007]. This experiment comprised a unique session lasting
approximately 45min. We believe that the frequent use of simultaneous speech will
improve both speech identification and intelligibility scores. Moreover, these were one-
shot trials, wherein participants were not able to return to the relevant content. In
realistic settings, interaction solutions should provide easy access to recently explored
content. From this experiment, we have learned that the sound source location is the
best mechanism to identify and therefore interact with such a concurrent sound source
system.

A limitation of this experiment regards the number of relevant sources, which are
restricted to one. Furthermore, we used news snippets because most of our participants
explore news sites in a daily basis. Since the relevant snippets were not chosen by the
participants in order to conduct a controlled experiment, the actual participants’ in-
terests and knowledge may have influenced their ability to report the snippets. This
limitation was reported by the participants, which noted that the subject of the news
influence their ability to recall and report what they have heard. However, in realist
scenarios users would be focusing their attention on their favorite subjects, and there-
fore would be able to recall more information. In addition, in future interfaces if we
prime the user with pre-defined subject locations, we can take advantage of apriori
expectations [Brungart and Simpson 2005a]. For instance, one could listen to sports
content always on the right side, while listening to economics on the left.

Some results suggested an effect of blindness onset age in the performance of blind
participants, which may be related to neuroplasticity. For example, all visually im-
paired participants that did not complete the condition with four voices were either
partially sighted or became blind after turning eighteen years old. If they had per-
formed this last condition, results might had suggested a greater effect of onset age
and neuroplasticity in the conditions with four voices. However, the comparison pre-
sented in Guerreiro and Gonçalves [2014] and the absence of correlations between
onset age and descriptions completeness in most conditions, support that participants
appeared to behave independently of their onset age. For that reason, we avoided sub-
dividing the blind participants’ group based on their onset age and/or residual vision
in the remaining analysis, as it would create considerably smaller groups hampering a
statistical analysis. We believe that further research is needed in order to understand
the effects of onset age and residual vision in this particular task.

In Section 7 we attempted to lay out a set of guidelines to the use of concurrent
speech in fast-exploration tasks. Moreover, we proposed four scenarios that may benefit
from the use of concurrent speech sources. After submitting this paper and during the
reviewing process, we compared the use of concurrent speech against the use of faster
speech rates by blind people [Guerreiro and Gonçalves 2015]. Moreover, we combined
these two approaches by gradually increasing the speech rate with one, two and three
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voices. Results showed that concurrent voices with speech rates slightly faster than
the default rate, enable a significantly faster scanning for relevant content, while
maintaining its comprehension. In contrast, to keep-up with concurrent speech timings,
a single voice requires larger speech rate increments, which cause a considerable loss
in performance. In future work, we intend to explore interaction mechanisms that will
enable users to cope with the additional demands of multiple feedback sources.
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Douglas S. Brungart and Brian D. Simpson. 2005b. Optimizing the spatial configuration of a seven-
talker speech display. ACM Transactions on Applied Perception 2, 4, 430–436. DOI:http://dx.doi.org/
10.1145/1101530.1101538

H. Burton. 2003. Visual cortex activity in early and late blind people. The Journal of Neuroscience: The Official
Journal of the Society for Neuroscience 23, 10, 4005–11. http://www.ncbi.nlm.nih.gov/pubmed/12764085

Denis Byrne and William Noble. 1998. Optimizing sound localization with hearing aids. Trends in Amplifi-
cation 3, 2, 51–73. DOI:http://dx.doi.org/10.1177/108471389800300202

Sharon Cameron and Harvey Dillon. 2008. The listening in spatialized noise-sentences test (LISN-S): Com-
parison to the prototype LISN and results from children with either a suspected (central) auditory
processing disorder or a confirmed language disorder. Journal of the American Academy of Audiology
19, 5, 377–391. DOI:http://dx.doi.org/10.3766/jaaa.19.5.2

Robert P. Carlyon. 2004. How the brain separates sounds. Trends in Cognitive Sciences 8, 10, 465–71.
DOI:http://dx.doi.org/10.1016/j.tics.2004.08.008

E. C. Cherry. 1953. Some experiments on the recognition of speech, with one and with two ears. The Journal
of the Acoustical Society of America 25, 5, 975–979.

Kai Crispien, Klaus Fellbaum, Anthony Savidis, and Constantine Stephanidis. 1996. A 3D-auditory envi-
ronment for hierarchical navigation in non-visual interaction. Proceedings of ICAD.

C. J. Darwin. 1997. Auditory grouping. Trends in Cognitive Sciences 1, 9, 327–333. DOI:http://dx.doi.org/
10.1016/S1364-6613(97)01097-8

Christopher J. Darwin, Douglas S. Brungart, and Brian D. Simpson. 2003. Effects of fundamental frequency
and vocal-tract length changes on attention to one of two simultaneous talkers. The Journal of the
Acoustical Society of America 114, 5, 2913. DOI:http://dx.doi.org/10.1121/1.1616924

Donald Dirks. 1964. Perception of dichotic and monaural verbal material and cerebral dominance for speech.
Acta Oto-Laryngologica 58, 1–6, 73–80. DOI:http://dx.doi.org/10.3109/00016486409121363

R. Drullman and A. W. Bronkhorst. 2000. Multichannel speech intelligibility and talker recognition using
monaural, binaural, and three-dimensional auditory presentation. The Journal of the Acoustical Society
of America 107, 2224. http://link.aip.org/link/jasman/v107/i4/p2224/s1.

W. E. Feddersen, T. T. Sandel, D. C. Teas, and L. A. Jeffress. 1957. Localization of high-frequency tones. The
Journal of the Acoustical Society of America 29, 9, 988–991. DOI:http://dx.doi.org/10.1121/1.1909356

Prathik Gadde and Davide Bolchini. 2014. From screen reading to aural glancing: Towards instant access to
key page sections. In Proceedings of the 16th International ACM SIGACCESS Conference on Computers
& Accessibility. ACM, New York, NY, 67–74. DOI:http://dx.doi.org/10.1145/2661334.2661363

Bill Gardner and Keith Martin. 2000. HRTF Measurements of a KEMAR Dummy-Head Microphone. Re-
trieved December 22, 2015 from http://sound.media.mit.edu/resources/KEMAR.html.

William Gaver. 1986. Auditory icons: Using sound in computer interfaces. Human–Computer Interaction 2,
2, 167–177. DOI:http://dx.doi.org/10.1207/s15327051hci0202_3
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