








































































Chapter Z Context Free Languages Lingayen livresde
context

Q Whatdid we see in chapter 1

Methods for describinglanguages

I EI.EE IIII
Q Whatwill we see in chapter 2

Contextfree grammars a more powerfulmethod

ofdescribinglanguages
Candescribecertain featuresthathave a recursive
stroke

Application Specification andcompilation of

programming languages

pContext free languages collection of languagesassociated

with context free grammars











































































2 1 Context Free Grammars

Example Go É gag
t
Rules

A B
it
yi Ia

Grammar consists of

a Substitution rules Each roleappears as a line in
the grammar comprising

1 aSymbol called a variable represented by capital
letters

1 2String consistingofothervariablesandothersymbols
called terminals The terminals are analogous to the
inputalphabet and are representedby lowercase letters

2 Startvariable left handside of the topmost
role











































































Q How does a grammar work

Agrammar is used todescribe a language by generating
each string in the following manner

D

I Write down start variable

2 Find a variablethat is written down and a rule that
starts with that variable Replace thewrittendown
variable with the right hand side of that ale

3 Repeatstep 2 until no variables remain

Grammar Ga can generate thestring

A D O AAD 00 A AI D GOOAIAA DQQOB III D 000 111

The sequence of substitutions is called a derivation

The derivation can alsoberepresented by a ÉIÉÉÉ











































































Q What is the language of grammar Ga

G On I n a

Any languagethat can begeneratedby some context free
grammar is called a context free language CFL

Example
Ga describes a fragment of theenglish language

SENTENCES DÉÉÉÉN PHRASE VERB PHRASES

NOUNPHRASESDCCMPX NON ICOMPLEXNOUN PREPPHRASE

C VERBPHRASE DCLMPX VERB CMPLX VERB PREP PHRASE

PREP PHRASE DIPrÉÉF COMPLEX Nouns

COMPLEX NOUNS DCARTICLE NOUN

COMPLEX VERBS D C VERB EVER B C NOUN PHRASE

ARTICLE Da the
noun a boy girl flower
VERB D touches likes sees

PREP with











































































Lett see one possiblederivation

SENTENCES D CWO UN PHRASE C VERB PHRASE

D LCMPLY NOUN EVER B PHRASE

D C ARTICLE WOUNDC VERB PHRASES

D a NOUN VERB PHRASES

D a boy VERB PHRASE

D a boy CMPLY VER By

D a boy VERB

D a boy sees

Examples of other strings in 62
Sa a boy sees
sa the boy sees a flower
S a girlwith a flower likes the boy

Q What is the formal definition of a context free
grammar











































































Definition 2 2

A context free grammar CFG is a 21 tuple V E R S where

I V is a finite setcalled the variables

2 Iis a finite set disjointfrom V called the
terminals

3 R is a finite setof rules with each rule being
a variable and a string of variables and te minds

4 SEV is the start variable

ImportantNotations 1 2

Let A s w be a r k
Wesay that re A v yields news written m Ao Dun

Wesay that m derives no written nets if

he or if

he Ma DMz t D MK D o











































































ImportantNotations 212
The language of the grammar is we 2 S D W

Q What is the formal definition of CFGGa

Ga V E R S where
V A B

2 40 I

S A
R collection of rulesdescribed in page 2

Q What is the formal definition of CFG

G V E R S where
K sentence NounPHRASECVerBPhraseaprepphrases

complexnoun complexverbs articles a noun
verb preps whitespacecharacter

I a b c Z

S L SENTENCE
R collection of rulesdescribed in page4











































































Example 2.3
consider G 15555555ÉÉjt teetotal
R is

S a Sb SS E

Q Whatis the languagegeneratedbyGs i.e 116s

Let's see possible derivations
A S D E 5 S SS

S n asb asb
2 S s a Sb S n aEb Eb

a Eb S n ab ab
ab

6 S s SS
3 S D asb S asb Ss

a as b b S n aEb asb Ss
a Ebb s s ab ab as e

n aabb s s ab ab a Eb

sa ab ab ab
4 S s a Sb 7 So as b

a Sbb a s s b
aaas bbb us a asb asb s

aan Ebbb a es ebb
an bbb n u ab abb











































































Gg generates strings such as abab aaa bbb a ball

Q substitute the terminal a by the left parenthesis C
Substitute the terminal bby the rightparenthesis I
What is Gs

Viewed thisway LlG is the language ofallstrings of
properly nested parentheses











































































Example 2.4

consider G ÉÉÉÉYFi iÉiigj where

LEXPR 7 TERM FACTOR I

Is t É jetties

Rules R are

LEXPR LEXPRS TERM TERM

TERM CTERM X LFACTOR ILFACTOR
FACTOR L EXPR 7 a

Q Whatis the languagegeneratedbyGs i.e Llap

Let's see possible derivations

A LEXPR LEXPRS TERM

TERM T CTERM X LFACTOR

FACTOR T LFACTOR X LFACTOR

a t a x a











































































The corresponding parse tree for thisdrination
Notes
Thetree groups the x operatorandits
operands thesecond twoc's as one operator

of the I operator This tree representsthe
standardprecedence ofmultiplicationbefore

addition

Z L EXPR A TERM S

D L TERM X CFACTORS

D C FACTORS X CFACTOR

C EXPRS X a

EXPR t TERM X S

D I TERM IFACTORS X a

D FACTOR t a x a

a ta x a

The corresponding parse tree for thisdrination
Notes

Thetree grouping isreversed theuseofparentheses

overridesthestandardprecedenceofmultiplication
i e instead of a t a x a thegrouping
results in Cata x a











































































I Gy describes a fragment of a programming language
concerned with arithmetic expressions

ImportantObservations

Compilers translate code written in a programming
language human easy to one more suitable for
execution machineeasy

A compilerextract the meaning of a code in a process
called parsing The parse tree is one representationof
thismeaning











































































DesigningContext Free Grammars

Q So how do we design FGs

Mixture Creativity and trialand error

Let's see some possible techniques

Technique 1 Many CFLs are the union of simpler CFLs
D

1 I Construct FGs for the simpler CFCs Solvingsimpler
problems is often easier thansolving one complicated problem

4 2 Mergethe individualgrammars to set a grammar
for the original language This can bedoneby combining
their rules and theadding the new rule

EthtiableEit able startvariable

5 5151 Fit











































































Example

Construct a grammar for the language

on d n s a u In a n I n z o

resolution

1 Constructgrammar for the language and i n a

Se D OSa I IE

2Constructgrammar for the language In 0 I n a

Sz o 1 S O 1 E

3 Constructglobal grammar

So Sal Sz
St D OSa t l E
Sz o 1 S O 1 E











































































Technique2 Constructing a CFG is easy if you can construct

a DFA for the language Any DFA can be concerted into
an equivalent FG as follows

2 1 Create a variable Ri foreachstate go of theDFA

2 2Add the rule Ri aRj if Sigi a gj is a

transition in the DFA

2.3 Add the rule Ri r E it qi is a final state of
theDFA

2.4MakeRo thestartvariable

Technique3 CertainCFL contain strings with two substrings that
are linked This occurs in thelanguage ont n 30

since the machineneeds to remember thenumber of Os
in order toverify that it equals thenumber of Is A CFG
can be constructed by using a rule of the form R D MRN
which generatesstrings with an equal numberof us and us











































































Technique4 In more complex languages the strings may
containcertain structures that appear recursively as part
of other for the same structures In example2.4 page10

any time a symbol a appears an entire parenthesized
expression mightappear recursively instead seethethirdale
To achieve this attest placethe attable symbol generating
the structure in the location of theales corresponding
to where thatstructure may recursively appear











































































Grammar Ambiguity

Sometimes a grammar can generatethe same string
in several differentwaysThis means purse treeswill
existand consequently meaningswill existAmbiguity
is undesirable for programming languages

Example Consider grammar 65

LEXPRS D LEXPR LEXPR LEXPR XCEPR EXPRs a

Gg generates the string a tax a ambiguously

Gg does not capture the usual precedence relations
Depending on which parse tree is evaluated it may
calculatewrongly ambiguous

This contrastwith Gathatgenerates a unique
purse tree unambiguous











































































Q So whatis the formaldefinition of ambiguity

Agrammar is ambiguous if a string hastwo parsetrees
not two derivations

Two derivations may differ merely in the order inwhich
they replace variables yet not in their overallstructure

To concentrate on structure wedefine a type ofderivation thatreplaces
variables in a fixed order A derivation of a string w in a gramma
G is a leftmostderivation it atevery step the leftmost
remaining variable is the one replaced

Example of a leftmostderivation

Grammar Ga of page5

Leftmostderivation











































































Definition2.7

Astringw is derived ambiguously in CFG G if it has
two or more I leftmost derivations Grammar G
is ambiguous if it generates some string ambiguously

Important

A Sometimeswhen we have an ambiguous CFG we can find an

unambiguous CFG thatgenerates the same language

However some CFL can only be generatedbyambiguous FG
Such languages are called inherently ambiguous











































































ChomskyNormal Form Notes NoamChomskytackyeah
Still aliveandone ofthegreatminds
of our time

When
workingwith FGs it is often convenientto havethem

in simplied form ChomskyNormalForm
D

Definition 2.8

A CFG is in Chomsky normal form if every
rule is of

the form

A n BC
A D a

where a is any
terminal and A Band C are any

variables

with theexception that B and Cmay notbe thestart
variable In addition we permit the rule S r E where S

isthestartvariable

Theorem 2.9

Any CFL is generatedby aCFG in Chomsky normal form











































































ProofIdea

I Any grammar G can beconverted to Chomsky
normal form

2 Conversion Rulesthatviolate Chomskyconditions are replaced
withequivalent ones that are satisfactory

21 Add a new startvariable

2 2 Eliminate all E rules of theform A a E

2.3 Eliminate allunitrules of theform A D B

Q what is a unital
isArulethatmerelygoesto a singlerule withoutanystrings
ofvariables I z rulesofthe form A DB

3 Patchup the grammar to
make sure itgenerates the

same language

4 Convertremaining rules into the proper form











































































Proof

Thisguarantees thatthe
I Add a new startvariable So
Add a new ruleSo Eggs

originalstart
startvariabledoesnot

Variable occur in therighthand

sideof a rule

2 Remove
any E rule A D E where A is not thestart

variable

Foreach occurrence of an A on theright handsideof
a role we add a new rulewiththat occurrence deleted
Examples

2 1 R D A thenR s E is added
III Egariables22 R DEE HEi thenR sun is added
and

2.3 R A MANAw then the followingrules are added
R n u v AWL Notes
R p u Ao w WeeithersubstitutethefirstA or

R n u v w we substitutethesecondA or

we substitutebothA's

proofcontinues on theneatpage











































































3 Remove allunitrules i.e rulesof theformA B

Example
e
UnitRule

ÉAÉÉÉÉ Is
converted to A u

notes

I IN

4 Convertall remainingrules intothe proper form Replaceeach

rule A D MaMa Marwhere k 3 andeach Mi is a variable

or terminal symbol with therules
A DMaAa

d t
Az D M3As This is closerto Chomsky's normalform

but is still a littlebit
AKZ DMa INK

Anyterminal Mi in the precedingrules are replacedwith a new
variable Ui and add therule Via mi Notes

ThisfinalstepguaranteesthateveryruleisinaccordancewithDefinition2.8











































































Example 2.40 ConvertGg toChomsky normal form

66 S D ASA a B
A D B S
B able

resolution
1 Add a new startvariable So Add a new rule so DS

So S

S D ASA a B
A D B S
B able

2 Remove E Rules

2.1 RemovingB DE means adding new ruleswith thatoccurrence
deletedwhenever B appears on therighthandside

2.1.11 It
t 2.1.2With new rules 2.1.3finalgrammar

Sons Sons Sons
S D ASAaB S D ASAaBaE S D ASA Ba
A D B S A D B S e A D B S E
B Db B a b B ab











































































2.2 RemovingADE means adding new ruleswith thatoccurrence
deletedwhenever A appears on therighthandside

2.1.11 In
t 2.1 With new rules 2.1.3filmar

Sans
S DASAaBaeSAASeese

Sons

Iggy
a

s

s ASA Basaass
A BS A BS
B b B b

3 Remove unit rules

San
S ASAaBaSAAS UnitRules

As
A DEBI

B n b

3.1 Remove unitrules Sas
3.1.1Unitruletoberemoved 3.1.2 Afterremovingunitok
Sans Sans
S DASAaBaSAASE S DASAaBaSAAS
A DBS A BS
B n b B n b











































































3.2 Remove unitrules so as
3.2.1Unitruletoberemoved 3.2.2 Afterremovingunitak
Sane SanASAaBaSAAS
S DASAaBaSAAS S DASAaBaSAAS
A BS A BS
B n b B b

3.3 Remove unitrulesA DB
3.3.1Unitruletoberemoved 3.3.2 Afterremovingunital
SanASAaBaSAAS SanASAaBaSAAS
S DASAaBaSAAS S DASAaBaSAAS
A DES A nbs
B b B b

3.4 Removeunitrules Axs

3.41Unitruletoberemoved 3.42 Afterremovingunital
SanASAaBaSAAS SanASAaBaSAAS
S DASAaBaSAAS S DASAaBaSAAS

A_nbE A bASAaBaSAAS

B b B b











































































4 Convertremainsrules into the proper form by adding variables
and rules

Latestversionofthe
grammar

4.2 Letsreplace terminalbycarick

SODASAEIB aSAAS SODAS.ATUB aSAAS
S ASA BaSAAS S DASEATUBASAAS
A DbASA BaSAAS A bASAIUB a SAAS

B n b B n b

U is a

4 3 Convertto twovariable

maximum

SanAA UB aSAAS
S DAA UB aSAAS
A DbAA UB aSAAS
B n b

U is a

Aaa SA
proofcontinuesonnextpage











































































2 2 Pushdown Automata PDA

Thissection entrodas a new type of computational
model pushdown automata antimato com pithe

PDA are similar to NFA bet have an extra
componentcalled a stack

Providesadditional memory beyond the finite
amount available in the control

Allows PDA to recognize to recognize some nonregular

languages

PDA are equivalent in power tocontext free grammars
This is useful because it gives us twooptions for proving
that a language is context free

Notes
CertainlanguagesI Describe a FG for the CFL or are moreeasilydescribedbyCFGwhereasothers are
moreeasilydescribed

2 Describe a PDA for the CFL byPA











































































Schematic representation.EEiientIfitoiti Da

Inputheadposting to next
symbol to be read

state
control at a b by

Tape containing
inputsymbols

Ed
2 Transitionfunction f

Schematic representation of a pushdown automata

Inputheadposting to nextsymbol to be read

state
control at a b by

Tape containing
inputsymbols

I ate
2 Transitionfunction f

F

x

g
Stack LIFO

PDA can write symbols on the stack push andread
them back later pop
Writing a symbol pushesdown all othersymbols on thestuck
thus the name PDA











































































Stack is valuable because it can hold an unlimited
amount of information

I Recall A FA isunable to recognize one I n 70
because it cannot store very large numbers in its
finite memory

A PDA is able to recognize one I n a because

it can use the stack to store the number of Os it
has seen Procedure

2 I Readsymbols from the input

2 2 Aseach O is read push it onto thestack

Aseach 1 is read pop a from thestack

If the last1 results in an emptystacksaccept

24 Otherwise reject











































































Important

PDA may be deterministic or nondeterministic

Deterministic PDA and Non DeterministicPDA
are not equivalent in power

Non Deterministic PDA recognizecertain languages
that no deterministic PDA can recognize
wewill see this in Section 2 4

Recall NFA and DFA are eq ident











































































Formal definition of a PDA

Similar to a FA except for the stackwhich contains
symbols drawn from some alphabet

Machine may use alphabets for its inputand its stack

E inputalphabet and E tube
to set T stackalphabet andTE TU Esymbol

Domain of the transition function S is QE x't

currentstate Determine the
Eg next inputsymbol next more of a

t Te top symbol of the stack PDA
I1

I d Ether symbol may be E causingthe machine to
move without reading a symbol from the input or
withoutreading a symbol from the stack

Grootideacontinuesonnextpage











































































Range of the transition function S is Q x Te

A Machine may enter some new state Q and

possibly write a symbol on the top of thestack

2 Because non determinism is allowed the machine

may have several legal next moves The transition
function incorporates nondeterminism byreturning
a setof members of Q xTe i.e a member of
PCQ xD

GPower set the collection of all subsets in Qxt

TransitionfunctionS is of the form Ox Ext oRoxy











































































Definition 2.13

A pushdown automaton is a G tuple Q E M S go F
where Q E T and F are all finite sets and

I Q is the set of stakes

a E is the inputalphabet

3 T is the stackalphabet

4 8 QE xTe DP Qx E isthetransitionfunction

5
goE Q is the initial state

6 FED is thesetof findstates











































































A PDA M Q E M S go F competes as follows

1 Ltaccepts input w it w can be written as

we wa wz um where each W i E IA sequence of zero or more
symbolsof T including e

2 And sequences of states to ta Im E Q
and strings so sa s m e LIII exist
that satisfy the followingthree conditions

MEstringsirepresentthesequenceof
stackcontentsthatMhasontheaccepting
branchofthecomputation

za ÉÉÉtandÉÉt this condition signifies
that M starts at properly in the start
state and with an empty stack

it t.ms

22 for.ttEimEwenauec ii'Escri.w

IIjitandsortiersmanet
ii e E is astringovert

This conditionstatesthatM moves properly
according to thestate stackand nextinput
symbol

3 rm e F This condition states that an accept
state occurs at the input end











































































Notation

a b d c signifies thatwhen themachine is reading an a

from the input itmay replace thesymbolb on
thetop of thestackwith symbol c

If a E Machine
maymake the transitionwithoutreading

any symbol from theinput

If b E Machinemaymake
thetransitionwithoutpopping

anysymbolfromthe
stack

If c E Machine
maymake

thetransitionwithoutpushing

anysymbol fromthe
stack











































































Example 2 14

BuildthePDAautomataMathatrecognizes one n 303

resolution

I Recall that land I n so this means thate stringresultsin
an acceptstate

91

2 Let'sstartbyadding a specialsymbol to our stackso
to markthe start of thestackThis wa wheneverwe read
from thestack we knowthat we havereached its end

EE nt y 9291

3 Whenever we see O's we need to add them to thestack
A Q E D O

p q E E
p 92











































































When we see the first one weneedto transitionto a newdate

and pop a Q
A Q E D O

q E E
p ga

g
40 e

5 Whenever we see I's we justpop the correspondingO's

D 91 E E ns
QE so

I O DE

93 21 O D E

If the input finishes E andwealsohavetheemptystack

If I 3 I's
testingwitheachsymbolread it

themachine finishes in a non deterministicway
A Q E D 0

I O DE

ga a E HE 93 71 O D E











































































Ma I Q I T S ga F where

I Q 91192193194

2 5 40 a

s T a Is

4 F qt194

5 S is given bythe followingtable

Input O I E
stack O E O B E Q E

Iii91
92 Hasall Had
93 14,4 144
94











































































Example 2 46

BuildthePDAautomataM thatrecognizes the language

I aibich i j k 70 and i j or i k

resolution

1 The E stringresultsin an acceptstate

D91
Notes

Wewillchangethislaterbut
for now letgabe a findstate

2 Let'sstart with adding to thestack

q q

Nowwe needtocountthenumber of a's we can dothisby
pushing ontothe stack

GE D a

a
D91 Y 92











































































Now we need tocheck if thenumber ofa'smatcheswiththenumber
of b's or thenumber of I This or condition canbe
checked with non determinism

I E E DE
D 91

EEY 92

Ie
se

5 Let'sfocusfirston verifying if thenumber ofa'smatchesthe numb
of b's

A
b a DE

E I E R
SE DE

GE Da 93 D 94

R E E DE
D 91 92

E E D E

a











































































6 Nowwe can focus on verifying if thenumberof a's matches
the number of c's

Abia DE
E I ne f

GE DE

GE Da 93 D 94

R E E DE

Ie
se

p 91

q
qq.gg I q

E E
97

O O
be DE Ga d E

Notes t

Whythistransition
Thenumber ofb'smight zero e g aacc Therefore

it weread a series ofa's we need to test if this
is followedby a sequence of c's











































































7 Notice that with this latest version it is possible
to start in the initial state ga andreachoneof thefinal
states y byfollowingthe E transitions

A
b a DE

D 9 say
ÉÉ

9

ifeng.yim.aeO U
bE DE

This means thattheinitialstate no longer needs to
bealso a finalstate

A
b a DE

g
da 9

Ets E
g

d

E E DE
p 91

q
E E D E

E E D E

I

be y

Ste
g

O O
Ga d E











































































Example 2 18

BuildthePDAautomataM thatrecognizes the language

I w wR we 40alt Notes
WR

means w written
resolution

backwards

1 The E stringresultsin an acceptstate

91

2 Let'sstart with adding tothestack

q q

3 Letspush into thestackthesymbolsread

D 91 54 g p
QE DO
I E D I











































































Wedonotknow when y hasbeen fully readTherefore we

need to alwaystestwith each step in a non deterministic

manner

91 5K g p
QE Do
I E D I

E E D E

OO D E

93 D I I DE

5 Wealso need to check it anybranch of thecomputation
endsthe inputcelandalso results in an empty stack

91 Eat g p
QE DO

e e n

93 D
QO D E

94 a 1 I DE
E S E











































































Equivalence with ContextFree Grammars

FGs and PDAs are equivalent in power

Both are capable ofdescribingtheclass of CFL

Remember what is a CFL

CFL Any Languagethat can bedescribedwith a CFG

So let's see why thisequivalence exists u

Forpractical reasons I decided to start on thenextpage











































































Theorem 2.20

A language is context free if andonly if some pushdown
automaton recognizes it

Ifandonly if theoremsalwayshave two directionstoprove
First we willdo the easier forward direction
Lamma 2 24

Ita language is context free then some PDArecognizes it

But later on we willalso do the reverse direction

Lamma 2 22

Ifa PDArecognizes some languagethen it is context free

Let's start with Lemma 2.21 I











































































Proof Idea

I LetA be a CFL From the definition we know that
I Is a EG E generating it

2 We showhow to convert 6 into an equivalentPDA R

3 Pwill accept inpity it 6 generates thatinput
F determiningwhether there is a derivation for y

3.1 Recall A derivation issimplythe sequence of substitution
made as a grammargenerates a string

3.2Eachstepof thedeviationyields an intermediatestring
of variable andterminals

3 3 P is designed todetermine whether some series of
substitutions using the rules of G can lead from the
start variable to

proofidea continues on nextpage











































































4 One of the difficulties intestingwhetherthere is a

derivation for y is in figuringout which substitutions
to make

4A PDA's nondeterminism allows it toguess thesequenceof
correctsubstitutionsbytestingallpossiblecomputational
branches

4.2Ateachstep of thederivation one of the rulesfor a
particularvariable is selected nondeterministically
andused to substitute for that variable

5 PDA P beginsby

5.1 Writingthe startvariable on its stack

5.2 Thengoesthrough a series of intermediate strings
mating one substitution after another

5.3 Eventually Pmay arrive at a stringthatcontainsonly
terminal symbols Paccepts if thisstring is identicalto
the inputstring w

proofidea continues on nextpage











































































6 Buthow can PDA P store the intermediate strings

6.1 Usingthestackdoesnotwork because the PDA
needs to find the variables in the intermediate

stringand make substitutions

6 2 PDA can access onlythe top symbol on thestackand
thatmay be a terminalsymbol instead of a variable

63Solution keeponlypart of the intermediatestring
on thestackNamely thesymbolsstartingwith the first
variable in theintermediatestring

6 4Anyterminalsymbolsappearingbefore the 1 arable are
matched immediately withsymbols in theinputstring

PDA P Representingintermediatestring 01 At AO

Control Inpithead o

a Ig g ITormenta
Grootideacontinuesonnextpage











































































7 Informal description of P

7 1 Placemarketsymbol and startvariable on stack
Notes

7 2 Repeat the followingsteps fore net Whydoweneedtoloopforever
Becausethegrammarhasa

7 2 a If top of stackis variableA recursivestructure

Nondeterministicallyselect one of therules for A
andsubstituteAbythestringon therighthand
side of the rule

7.2.5 I topofstackisterminal a

Readnextsymbolfrom the inputandcompareitto a
If theymatch repeat Otherwise reject this
branch of nondeterminism

7.2C If topofstack is

Enteracceptstate doing so acceptsthe input
if it has all been read











































































Proof

1 We nowgivetheformaldetails forPDAP QRTask F

Let
g re Q
a E E
S E R

3 Saythatwewantthe PDA togo fromstategatorwhen it
reads a and pops s Furthermore we wantto pushthe
entirestring re Ma meontothestackatthesametime

This can be doneby introducing new statesEdge geaand

settingthetransition function as follows

iiSlay E E ga me 1 Noticetheinvertedorder

u

S ge a E E r Mal

This isknownas shorthand notationand is represented as
CT M E 8cg a s proofcontinuesonnextpage











































































Shorthand notation example

astaff p
9 a s s z

Daa

g

E E y
F

r E e e x

4The states of P are Q 49start 19loop 9accept V E
where E is thisatEstates for implementingthe shorthand
notationThe startstate is astart and the onlyacceptstate
isgeert

5 S is defined as follows see informaldefinitionpage49

5 1Placemarketsymbol and startvariable on stack

Eg Er Is
819start E E 9loop

5

proofcontinuesonnextpage











































































5 2 Repeat the followingsteps fore et goop

5 2 If top ofstackis variableA

SC9loop E A 19loop W where A D W is a
rule ER

5.2.5 I topofstackis terminal a

Readnextsymbolfrom the inputandcompareitto a
If theymatch repeat Otherwise reject this
branch of nondeterminism

Hoop1 a a Kloop E

7.2C If topofstack is

Enteracceptstate doing so acceptsthe input
if it has all been read

Sloop E gaccept El

proofcontinuesonnextpage











































































State diagram of P

9start

I E D 5

9loop D E A W for rule A w

a a d E forterminal a

I DE

9accept

Mba and ofproof











































































Example 2 25

Usetheproceduredeveloped in Lemma 2.21 toconstruct
a PDA Pa from the following CFG G

S s aTb lb
Ta Ta le

resolution Pa Q E M S gstart F

1 Lets start by pushing St onto thestack

D9start
E E o

E E Ds

9loop











































































2 Now lets care of the rule Satb

This means thatwhen an S is popped from the stack
we need to write the string atb ontothe stack

D9start

o
E E s

E E S
S E E DF E E s y

9loop

3 Because of the recursive nature ofthe grammar we
need tomake sure that thesestringsrepresentingthe
role can be substituted in a loop

D9start

o
E E s

E E S
S E E DF E E s y

9loop











































































4 Now lets care of the rule Ta la

This means thatwhen an T is popped from the stack
we need to write the string Ta ontothe stack
lets alsodo the loop part

D9start

o
E E s

E E S
E'S I E E DI E E o

E TD E E D I9loop
o

5 Letstake care of the ales Sab and Tae

D9start

o
E E s

E E S
S E E DF E E D

E S Db
E

loop E Ttp E E op











































































6Now we needtotake care of what happenswhen a termina
symbol is read

D9start
E Sab E E
E T DE
a a DE gens

E'S by EAT E Easy
bib ne

E Ttp E EDJ9loop
o

Finally we add the acceptstate

D9start
E Sab E E
E T DE
a a DE gens

E'S by EAT E Easy
bib ne

E Ttp E EDJ9loop
o

FEI DE
9accept

end of theexample











































































Now we needto provethe inverse direction of Theorem2.20
page 47

Forwarddirection Convert a CFG to a PDA
Reverse direction Convert a PDA to a CFG

Lamma 2 22
Ifa PDArecognizes some languagethen it is context free

Proof Idea

A Convert a PDA P to a CFG G thatgeneratesallthestrings
that I accepts

2 Wedesign a grammarthatdoessomewhat more

2 1 Foreachpair ofstates p andg int thegrammar
willhave a variable Apg

22Apg generatesallstrings that can take Pfrom rwith
an emptystacktoqwith an emptystack

2 3 Suchstrings can alsotake 1 from ptog regardless of the
stackcontentsatp leavingthestackat y inthe same condition
as itwas atp Grootideacontinuesonnextpage











































































3 First we simplify our taskbymodifyingBslightlyto
give itthe followingthree features

Notes

c Effed3 1 It has a singleacceptstate e e e

3 2 It emptiesits stackbefore accepting

3.3 Eachtransitioneitherpush a symbol or peps one off
thestackbutitdoesnotdobothatthe same time

33This requires replacingeachtransitionthatsimultaneously
popsand pusheswith a twotransition sequencethatgoesthrough
a new state

Notes

mfs Legted n
a b f e eng n

3.3.5 In addition each transition thatneitherpops nor pushes

is replacedwith a twotransition sequencethatpushesthen
pops an arbitrarystacksymbol

Notes

IF É

www.acontinesonnatr.se











































































4 Recall pg generatesallstrings that can take Pfrom pwith an
emptystacktoqwith an emptystack

4.1Foranystringx P's first movemustbe a ped

Becauseevery move iseither a push or a pop andPcan'tpop
an emptystack

42 Similarly thelastmove on Imustbe a pop

Forthestacktoendupemptytwopossibilities occur

42.1Thesymbol poppedattheend is thesymbolthatwas pushed
at the beginning

Accordingly thestack can onlybeempty atthebeginning
andend of IscomputationWesimulatethiswith the
rule

Apg is a Arsb
where

a inputread atthefirst move
I inputread atthe last move
I statefollowingstake
state precedingstateg

proofideacontinuesonnextpage











































































42.2Thesymbolpoppedattheend isnotthesymbolthatwaspushed
at the beginning

Accordingly theinitiallypushedsymbolmustbepoppedatsome
pointbeforetheendofstringsandthusthestackbecomes
empty atthispointThis can besimulatedwiththerule

Apg DAprArg

where
r statewhenstackbecomesempty

end ofproof idea











































































Proof

1 Given PDA P Q EM S go haaccept constrict G

2 Variables of Gar Institity
5 Startvariable is Ago aaccept i.e we wanttogo from the
initialstate to thefinalstate

Let'sgain some insightsfromthefollowingfigures

4.1 If theinitiallypushedsymbol ispoppedearly
Momentwheresymbolis
poppedandstackbecomes

mayusethestack

É pinata
aint

Notes

Iemptiesthestack
beforeaccepting

page61

4.2 If thelastsymbolpopped is the firstsymbolpushed











































































5 G'srules can thenbedescribed inthreeparts

4 1 Foreach p g I s EQ I E T and a ikeZe if

Eiji It Ei ThenputruleApg aArsb in G
u 91 ELThetaskstartsempty Thestackendsempty

42 Foreach p g r EQ puttheruleApg DAprArg in G

4.3Finallyforeach p eQ puttherule App E in G

Let's see why this constructionworksby demonstratingthatApg
generates I if I canbringf from p withemptystackto y with
emptystack Because of the itf we need to considerate twoclaims

Claim 2 30
It Apggenerates I thenI can bringEfronpwithemptystack tog
withemptystack

Claim 2 31
If I can bringRtrompwithemptystackto gwithemptystack
thenApggenerates

Let's start byproving claim 2.30 first I











































































Claim 2 30
It Apggenerates I thenI can bringRtrompwithemptystack tog
withempty tack

Proof
We prove this claim by induction on thenumber of
steps in the derivation of 1 from Apg Notes

Agrammaralways

2 Basis Whenthederivation of theruleshasgIp
at

2 1 A derivation with a singlestepmustuse a rulewhose

righthandsidecontains no variables

2 2 Theonly rules in where no variables occur on therighthand

side are AppaE

2 5 Clearly input takes Dfrom p withemptystack to p nith

emptystacksso thebasisis proved

3 Induction

5 I Assume true for derivationsof length atmostI where 1 and

prove the for derivations of length Ktd











































































derives

32 Suppose Apg xwithk ta steps Thenwehavetwo possibilities
Apgas aArsb er Apg DAprArg

3 3 a Letsfocuson Apg D aArsb

33 a I Considertheportiony of 1thatIrsgeneratesso Eayb

3 3 a 2 BecauseArstrywith steps the inductionhypothesis

tellsusthat I cangofront on emptystacktoson empty
stack

3 3 a 3 BecauseApg is aArsb is a rte of G then
Slp a E r u Etd Sls b m g e É somestacksymboluA

3 3 a 4 Itf starts at p with an emptystackafterreading
it can gotostate r andpushyontothestackSee a

3 3 a5Thenreadingy can bringit to s andleave y onthestack

3 3 a 6Thnafterreadingb it cangotostateg andpop it off
thestackSee z

X can bringPfromp withemptystacktog withemptystack











































































3 3 5 Now let'sconsiderApg AprArg

3 3.1.1 Considertheportionsy and z of x thatApr
andArggenerate

so X Y Z

3 3b2 BecauseApr Is y in atmostk steps andArg z in atmost
steps theinductionhypothesistells us thaty can bringP

from p to r and Z can bring Pfrom n to g withempty
stacks

atthe beginningandend

1oz X can bringPfromp withemptystacktoq withemptystack

KD

Now let's prove Claim 2.31 I











































































Claim 2 31
If I canbringRtrompwithemptyback togwithempty tack
thenApggenerates

Proof

We provethisclaimby induction on thenumber of steps inthe
computation of P thatgoesfrom p tog withemptystackon inputx

Notes

Thecomputationrepresentedby
an a tomotucan haveOstepsBasis Thecomputationhas 1stPs
sothisshouldbethebasiscase

2.1 It a computation has Osteps itstartsandends atthesame state

say R So we mustshot that App x

2 2 In steps I cannotreadany characters so XIs

2 3 By definition E has the rule App s E so thebasis is proved

3 Induction

3 I Assume true forcomputations of length atmost k wherek 0
and prove true for computations oflength Kt a











































































3 2 Suppose thatPhas a computation wherein Xbrings p to g
withemptystacks in ht a steps.Thenwehavetwo possibilities
Apgas aArsb e Apg Apr Arg

3 2 a Letts focus on Apg aArsb

3 2 a 1Thesymbol thatis pushed at thefirst move mustbe
the same as thesymbolthat is popped atthe last
move Callthissymbol is

32 a z Let a betheinputread on a more

b betheimpt read on last more
r bethestateafter the1stmore
bethestate before thelastmore

32 a3 Then Sepa et er m Therefore ruleApg D aArsb E G
SCsb u g e

32 a 4 Letybetheportionof xwithouta andb so x ayb

3 2 a 5Inputy can bringPfrom r to s without touchingthe
symbol u that is on thestack











































































3 2 a 6 Therefore P can go from r withan emptystackto s

with an emptystack on input y

3 2 a7 Wehaveperformeduntilnowtwocomputationalsteps
1ststep Slpa E r m

2ndstep Sls but Cg E

Thismeans thatthefirstandlaststeps ofthekid steps in the
originalcomputation on X so thecomputation on y has
Eta z k 1 steps

3 2 a 8 This theinductionhypothesis tellsus thatArs In Y

32a 9This means that Apg as aArsb I ApgIn X

a y s
x











































































3.2.5Let focuson Apg AprArg

3.2b I Lett be a statewherethestackbecomesemptyothertha
atthebeginning or end of the competitionon I

3 23.2Then theportionsof thecomputation from p to I andfrom

I togeach
containatmost bsteps

Hypothesis Something inthemiddleofHypothesis1andHypothesis2

P
i

32.5.3 Say thaty is theinputreadduringthe1stportionand Z is
inputreadduringthe2ndportion I e 7

3 2b4Thindictionhypothesis tellsusthatApreyandArg z











































































3 2b5BecauseruleApg DAprArg is in G

Apg is AprArg Ap Ex

y z
FAA

Q Ok let'srecapitulate whatdid wejustprove

o PDAsrecognize theclass ofCFCs

It now becomespossible toestablish a relationshipbetweenregularlanguages
andcontext freelanguages

d K d

CFL
2 Everyfinite automaton is a PDAthatsimply
ignoresitsstack

RL











































































23 Non ContextFreeLanguages

Recall In Section A 4 we introducedthe pumpinglemma forshowingthat
certainlanguages are notregular

Thissection Presents a similarpumpinglemmaforcontextfree languages
Ie certain languages are notcontext free

Q What is acontextfree language

Languagethatisgeneratedbya CFG

Every CFL has a specialvaluecalled thepumping length suchthatall
longerstrings in the language can be pumped

Thistime themeaningofpumped is a bit morecomplex

It means thatthestring can bedivided intofiveparts

The2ndand4thpartsmaybe
repeatedtogether

any
number oftimesandthe

resultingstringstillremainsinthelanguage

perfectdescriptionofthepierced











































































Thepumpinglemmafor contextfree languages

Theorem 2.34

number p the pumpinglength where it s isanystring in Aof lengthat

Se M V x y z

Satisfyingtheconditions

1 foreach i 0 M v x y z e A

2
my 0 and

3
xy Ep

Let's see why this is true I











































































Proof Idea

A LetA be a CFLand letG be a CFGthatgeneratesit Showthat
any

sufficientlylongstringse I can bepumpedandremain in

3 Letsbe averylongstringin I

31 Becauseset it is derivable from Eand sohas aÉÉÉÉ
32Parsetreefor I mustbeverytall

becausesisverylongThatis thepursetree
mustcontainsomelongpathfromthestartvariable attherootofthetree
toone ofthe terminalsymbols at a leaf

3.3Onthislongpath some variablesymbolRmustrepeatAsthefollowing
figureshowsthis repetition allowsustoreplace thesubtreeunderthe2nd

occurrenceof R with the subtreeunderthe1stoccurrence of R andstill

geta legalparsetree

Noticethatthisproceduretuned me x y z intoremixy z

3 4 u v
i
x y z e A fi a











































































Proof

I Let be a FG for FL I Letbbethemaximum number ofsymbols in the
righthand side of a rule assume atleast21

2 In anyparsetreeusingthisgrammar weknowthata node can have no more
than b children

b 1

Ly

0
Number ofnodes

h e b y b
h

y y
he ba

3 Thelength ofthestringgeneratedis atmostb to
If ageneratedstringhaslengthat least eachof itsparsetreesmustbe
atleast high

4 LetIVIbethenumberofvariables in EWeset p pumpinglength tobe
IT

5 IEA and I p its parsetree mustbe at least I ult a high
since

1st p a Is s b In b b t
Esh I rite

Ia fortheparsetreetogenerate astringof lengthatleastb
t theheight of

thetreeneedstobeat least Irl ta











































































6 To see how topump anysuchstringletIIbe one ofitsparse trees It
hasseveral parsetrees choose I to be a parsetreethathasthesmallestnumber

ofnodesWeknow thatMmustbeatleast ta highthis means that

Longestpathfromrootto a leafhaslength at leastIv1 to
Longestpathfromrootto a ledhasat lastIv1 t z nods
Longestpathfromrootto a leafconsists ofnodes representingvariables and
terminalsThefirstnodes are allvariables andthelastnodeis aterminal If this

pathhas Nlt 2 nods then this means thatIV1ta variablesexist

7 Recallthat Iv1 isthenumberofvariables in G if thelongestpathhasIVI te
variables then thismeans thatsome variableBappears more thanonce onthat
path Forconvenience we selectR tobe a variable thatrepeatsamongthe
lowest Irl to variables on thispath











































































8 We divides into a 11 y Z accordingtothe figure

Each occurrence of R has a subtree generating a partofstrings
Upperoccurrence of I giverates II y
Loweroccurrence of f generates I
Bothsubtrees are generatedbythe same variable so wemay

substitute

one for theotherandstillobtain a validparsetree

Replacingthe smallersubtreebythelargerrepeatedly1
givespursetrees for thestrings u v x y z fi d

2Replacingthelargerbythesmallergeneratesstring uxz

3 It cand c are
combined wegetcondition 1 ofthePL

u v i x y z Fiz 0











































































9 Togetconditions wemustbe sure that I and y are notboth
If they were theparsetree obtainedbysubstitutingthesmallersubtreefor
Cutger one

i
M E E x E E Z D Myz

Thistreewouldhave fewernods thanMandwouldstillgenerateswhichis
a contradiction

10 Togetcondition3 weneedtobesure thatoxyhaslengthatmostp In thepursetree

for s theupper recurrence of R generatesoxy WechoseR so that
both occurrences fallwithinthe Nlto variables on thepath andwechose
thelongestpath in theparsetree so the subtree whereRgeneratesoxy
is atmost IVitahigh A tree of thisheight can generate a stringof
length atmostb t p whichwedefinedtobethepumpinglength











































































Example 2 36

Use PL toshow thatthelanguageB a b e n Ofisnota CFL

resolution

1 AssumeB isCFLandobtain a contradiction

2 Letpbethepumpinglength for thatis guaranteedtoexistbythePL

3 Selectthestrings ab'cP i z seBandIslap

4 Nomatterhows isdivided into a yz oneoftheconditionsofthePLisviolated

Bycondition2 Ivy 0 i.e either I or y is nonempty
Let'sconsider

whether andy containonlyonetypeofalphabetsymbolormore

5 1 Case 1 Both v and y
containonly onetypeof alphabetsymbol

i e no doesnotcontainbotha'sandb's onbothb'sandc's samefory
Example

p z s a b'c ii5Éi AccordingtoPL u v x y z eB However
this isnot treesince we will obtainstrings where the
number ofa'sandc'swillnotmatchthenumber ofb's
contradiction











































































5 2Case 2 Both v andy
contain more than onetypeof symbol

Example

p 3 s a b'c ÉacIÉÉ AccordingtoPL u v x y z eB
Howeverthisisnottree sincewewillobtainstringswherethe
theorder ofthesymbolsis notcorrect contradiction











































































Example2.37

Use PL toshow thatthelanguage atbic o e ie jetfisnota CFL

resolutionof

A Assume I is FL andobtain a contradiction

2 Letpbethepumpinglength torethatis guaranteedtoexistbythePL

3 Selectthestrings ab'c iz setandIslap

4 Nomatterhows isdivided into a dye oneoftheconditionsofthePLisviolet

Bycondition2 Ivy 0 i.e either I or y is nonempty
Let'sconsider

whether andy containonlyonetypeofalphabetsymbolormore

5 1 Case 1 Both v and y
containonly onetypeof alphabetsymbol

i e no doesnotcontainbotha'sandb's onbothb'sandc's samefory
Example

uwhyz
p z s a b'c aabbcc AccordingtoPL u v x y z e C However

this isnot treesince we will obtainstrings where the
number ofa'sandc'swillbegreaterthanthenumber ofb's
contradiction











































































5 2Case 2 Both v andy
contain more than onetypeof symbol

Example
u
x

p 3 s a b'c date Ee AccordingtoPL u v x y z e c
Howeverthisisnottree sincewewillobtainstringswherethe
theorder ofthesymbolsis notcorrect contradiction











































































ample2.38

Use PL toshow thatthelanguageD w w w e a at isnota CFL

resolution

I AssumeD is FL andobtain a contradiction

2 Letpbethepumpinglength forDthatis guaranteedtoexistbythePL

3 SelectthestringssgPtECiz.seDand1stxp Thisstringis not
a good candidate since it can be pumped asfollows

caret
4 Let'stryanothercandidate s or IPor aP i z seDandIslap

5 Nomatehows isdivided into ya yz oneoftheconditionsofthePLisviolate

6 Example

p z 02120212
80188881AccordingtoPL u v x y z eB

Howeverthisis ÉÉ singthenumberofa's in theleftside
willnotmatch thenumberofa'sintherightsideSimilarlythenumberofO's

in therightsidewillnotmatchthenumberofoil in theleftside













































































































































































































































































































































