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Abstract. In a low-resource scenario, the lack of annotated data can
be an obstacle not only to train a robust system, but also to evaluate
and compare different approaches before deploying the best one for a
given setting. We propose to dynamically find the best approach for a
given setting by taking advantage of feedback naturally present on the
scenario in hand (when it exists). To this end, we present a novel applica-
tion of online learning algorithms, where we frame the choice of the best
approach as a multi-armed bandits problem. Our proof-of-concept is a
retrieval-based conversational agent, in which the answer selection crite-
ria available to the agent are the competing approaches (arms). In our
experiment, an adversarial multi-armed bandits approach converges to
the performance of the best criterion after just three interaction turns,
which suggests the appropriateness of our approach in a low-resource
conversational agent.

Keywords: Online learning · Multi-armed bandits · Conversational
agents.

1 Introduction

State of the art on several Natural Language Processing tasks is currently dom-
inated by deep learning approaches. In the particular case of conversational
agents, such deep approaches have been applied to either generate an answer
from scratch - generation-based - or to find the best match among a collection
of candidate answers - retrieval-based -, with some works combining both ap-
proaches. Focusing on retrieval-based conversational agents, current approaches
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often make use of large amounts of annotated data and/or heavy computations
[8,29]3, which may not be viable in real world low-resource scenarios (i.e. sce-
narios that are scarce in datasets annotated with the appropriateness of each
answer to a certain input). An alternative that could be more appropriate to a
low-resource scenario would be an agent based on shallow criteria (e.g., similarity
measures [3]) to select an answer.

Consider an agent equipped with an arbitrary number of answer selection
criteria (either shallow or pre-trained). Assuming that we do not know in advance
which criterion is going to be the best for a given setting (i.e., domain and/or
language), how can the agent dynamically prioritize the best criterion (if such
criterion exists) without a previous evaluation on an annotated dataset? One way
to tackle this challenge is to take advantage of user feedback at each interaction
to assess which criterion is doing the best job, using, for instance, online learning.
We thus frame the problem of choosing a selection criterion at each interaction
as a multi-armed bandits problem. Under this online learning framework, each
selection criterion is an arm, and our goal is to converge towards the performance
of the best criterion. Each selection criterion is evaluated in an online fashion,
by taking advantage of human feedback available at each user interaction.

Existing similar proposals frame the choice of a selection criterion at each
interaction as a problem of prediction with expert advice [19,18]. Unlike multi-
armed bandits, this framework assumes that there is a single optimal outcome
based on which the competing approaches (experts) are evaluated. However, in
a conversational agent scenario, there is no single appropriate answer; moreover,
the user is not expected to give feedback to all the experts, as only the agent’s
final answer will be presented to the user.

Thus, to the best of our knowledge, our work is the first to frame the problem
of converging to the best answer selection criteria as a multi-armed bandits prob-
lem in a retrieval-based conversational agent scenario, keeping a low-resource
setting in mind. Our experimental results show that an adversarial multi-armed
bandits approach is able to converge towards the performance of the best in-
dividual expert after just three interaction turns, suggesting that this may be
adequate for a low-resource setting.

2 From Prediction with Expert Advice to Multi-armed
Bandits

A problem of prediction with expert advice can be seen as an iterative game
between a forecaster and the environment, in which the forecaster consults dif-
ferent sources (experts) to provide the best forecast [7]. At each time-step t, the
forecaster consults the predictions made by a set of K experts (each associated
with a weight ωk), in the decision space D. Considering these predictions, the
forecaster makes its own prediction, p̂t ∈ D. At the same time, the environment
reveals an outcome yt in the decision space Y (which may not be exactly the
same as D).
3 See Boussaha et al [5] for a review of recent retrieval-based systems.
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Prediction with expert advice works under the assumption that the forecaster
learns its own loss, `t, and the loss of each expert, `tk , after the environment’s
outcome is revealed. In our conversational agent scenario, this assumption does
not hold, since there is no single optimal outcome (i.e., a single appropriate
answer), but instead there may be several appropriate outcomes (or none at all)
among the candidate answers. Moreover, in a real world scenario, the user is
not expected to give feedback to all the experts’ answers, as only the agent’s
final answer will be presented to the user. Thus, we consider a related class of
problems, multi-armed bandits, in which the environment’s outcome is unknown,
and only the forecaster learns its own loss [21,12]. In this class of problems, one
starts by attempting to estimate the means of the loss distributions for each
expert (here called arm) in the first iterations (the exploration phase), and when
the forecaster has a high level of confidence in the estimated values, one may
keep choosing the prediction with the smallest estimated loss (the exploitation
phase).

A popular online algorithm for adversarial multi-armed bandits is Exponential-
weighting for Exploration and Exploitation (EXP3) [2]. At each time step t, the
forecaster’s prediction is randomly selected according to the probability distri-
bution given by the weights ωt−1

1 , . . . , ωt−1
K of each arm k:

ptk =
ωt−1
k∑K

k′=1 ω
t−1
k′

(1)

Since only the arm selected by the forecaster knows its loss, only the weight of
that arm is updated, as follows:

ωtk = ωt−1
k e−η ˆ̀t

k (2)

where η is the learning rate, and ˆ̀t
k = `t

k

pt
k

, (with `tk being the loss obtained by
the chosen arm k).

As for stochastic multi-armed bandit problems, i.e., problems where the loss
is randomly sampled from an unknown underlying distribution, a popular algo-
rithm used is Upper Confidence Bound (UCB) [1]. At each time step t, UCB
estimates the average loss for each prediction, as well as a confidence interval,
and selects the arm k with the lowest confidence bound (rather than the predic-
tion with lowest estimated loss), as follows:

kt = argmin
k
{Q̂(k)−

√
2log(t)
N(k) } (3)

where N(k) is the counter for how many times the arm k was selected by
UCB, and Q̂(k) is the estimated cost associated with the arm k. Q̂(k) is updated
whenever k corresponds to the arm selected by the forecaster, kt, as follows:

Q̂(k) = Q̂(k) + 1
N(k) + 1(`tk − Q̂(k)) (4)
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3 Related Work

Online learning, and particularly the multi-armed bandits framework, has been
relatively under-explored in conversational agents and dialog systems, despite
the interactive nature of this field. Several works have applied some form of
online learning to conversational agents or dialog systems, most of them based
on the Reinforcement Learning (RL) framework [4]. RL has been mostly applied
to task-oriented dialog systems [13,24,9,25], but it has also been proposed in the
context of non-task oriented systems: Yu et al [28] use RL to select a response
strategy among a fixed set of available strategies; Serban et al [23] use RL to
select a response from an ensemble of both retrieval and generation-based dialog
systems.

More recently, online frameworks based on bandits have also been used in
conversational agents and dialog systems. Genevay et al [10] applied multi-armed
bandits for user adaptation in a task-oriented spoken dialog system, using the
UCB algorithm to choose the best source user from which to transfer relevant
information to a target new user. Upadhyay et al [26] applied contextual ban-
dits [27] to select a skill to respond to a user query, in a virtual assistant sce-
nario. Liu et al [15] used contextual bandits to select an answer from a pool of
candidates at each turn, given the conversation context, in a retrieval-based con-
versational agent. The work with the closest goal to ours is that of Mendonça et
al [19,18], who combine multiple answer selection criteria under the framework
of prediction with expert advice. This framework assumes that there is a single
optimal outcome based on which the competing approaches (experts) are evalu-
ated. However, in a conversational agent scenario, there is no single appropriate
answer, and the user is not expected to give feedback to all the experts, as only
the agent’s final answer will be presented to the user. Moreover, the authors
did not show whether their approach indeed converged to the best performing
criterion. Our work addresses these shortcomings by framing the problem of
dynamically converging to the best answer selection criterion as a multi-armed
bandits problem. This framework has the potential to be more suitable to the
scenario in hand, since it does not require feedback for all the selection criteria,
nor does it assume a single correct outcome.

4 Proof-of-concept: Retrieval-based Conversational
Agent with Multi-armed Bandits

4.1 Finding the Best Answer Selection Criteria

In our scenario, an agent receives a user request and searches for an answer in a
collection of interactions. We follow a retrieve and refine strategy4 [22], i.e., after
having retrieved a set of candidates, the agent takes advantage of a set of criteria
to select a more appropriate answer. There may be several criteria available, and
we may not know a priori which one is the best. We frame the choice of the
4 However, we are not using generation and/or deep learning.
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Fig. 1: Overview of the retrieval-based conversational agent scenario under the
multi-armed bandits framework, for an interaction turn t.

best criterion as a multi-armed bandits problem, where each criterion is an arm
associated with a weight ωk. To learn the arms’ weights, we apply the two online
algorithms described in Section 2: EXP3 and UCB.

The learning process is shown in Fig. 1, and goes as follows: for each inter-
action turn t, the user sends a request ut to the agent. The agent retrieves a set
of candidate answers from its collection, and, from that set, each criterion (arm)
k = 1, . . . ,K chooses an answer ak. The forecaster then chooses its answer â
from the arms’ answers a1, . . . , aK , according to Eq. 1 for EXP3, and Eq. 3 for
UCB. Then, the user evaluates â with a reward rt ∈ [0, 1]. By setting each arm’s
loss as `tk = −rtk, the weight of the criterion k selected by the forecaster can be
updated using the respective weight update rules (Eq. 2 for EXP35, and Eq. 4
for UCB6).

As our proof-of-concept scenario, we use Say Something Smart (SSS) [16],
which has access to a collection of interactions (in the form of trigger-answer
pairs) and selects an answer according to a combination of weighted criteria.
In a first step (retrieve), given a user input, SSS selects a set of N candidate
trigger-answer pairs7 using Lucene [17]. Then, in a second step (refine), it applies
the following criteria (which correspond to the arms in the multi-armed bandits
setting):

– Answer Frequency: we consider the frequency of the candidate answers in the
collection of interactions, following other systems based on the redundancy
of the answer (such as the ones described in Lin [14] and Brill et al [6]);

5 For EXP3, we rounded each arm’s reward to an integer value, to avoid exploding
weight values, and we set η to

√
8 log K

T
, following Mendonça et al [19].

6 For UCB, we consider the estimated cost Q̂(k) as the “weight” for the arm k.
7 We kept SSS’s default configuration of N = 20 candidates.
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P: Qual o custo do Cartão da Empresa e do Cartao de Pessoa Coletiva?
VG1: Qual é o custo do Cartão da Empresa e do Cartão Coletivo?
VG2: Qual é o custo do Cartão da Empresa e do Cartão Coletivo?
VUC: Quanto custa o cartão da empresa?
VUC: Quanto tenho de pagar pelo cartão de pessoa coletiva?
VIN: Qual o valor do Cartão da Empresa e do Cartão de Pessoa Coletiva?
VIN: Quanto custa o Cartão da Empresa e o Cartão de Pessoa Coletiva?
VIN: Qual o preço do Cartão da Empresa e do Cartão de Pessoa Coletiva?
R: Qualquer um dos cartões custa € 14,00 por unidade.

P: What is the cost of the Company Card and the Collective Person Card?
VG1: What is the cost of the Company Card and the Collective Card?
VG2: What is the cost of the Company Card and the Collective Card?
VUC: How much is the company card?
VUC: How much do I have to pay for the collective person card?
VIN: What is the value of the Company Card and the Collective Person Card?
VIN: How much is the Company Card and the Collective Card?
VIN: What is the price of the Company Card and the Collective Person Card?
R: Either of those cards costs € 14,00 per unit.

Fig. 2: Example entry from the AIA-BDE corpus, and its translation to English
below [20].

– Answer Similarity: we consider that the answer can be a reformulation of
the questions, following Lin [14]; thus, the similarity between the candidate
answer and the user request is considered;

– Trigger Similarity: the similarity between the candidate trigger and the user
request is considered.

Both Answer and Trigger similarity criteria use the Jaccard similarity mea-
sure. Note that, while in this experiment we use the criteria available in SSS,
our approach is criterion-agnostic, thus it could be applied to any other set of
criteria.

4.2 Obtaining User Feedback

We simulate user feedback using a reference corpus. At each learning step t, an
interaction pair trigger-answer is selected from the reference corpus. The trigger
tr is presented to the agent as being a user request. The agent retrieves a set
of candidates from its collection of answers, and each arm k scores the different
candidate answers, then choosing their highest scored answer as ak. We simulate
the user reward by measuring how well the answer â selected by the forecaster
matches the reference answer, a∗, using the Jaccard similarity measure [11].

The corpus from which we built the agent’s collection of interactions and
the reference corpus was AIA-BDE8 [20], a corpus of questions and answers in
8 We use an updated version of the corpus reported by Oliveira et al [20], which

includes more question variants for each answer.
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Fig. 3: Accuracy obtained by EWAF, EXP3, and UCB, as well as by each answer
selection criterion.

Portuguese. In AIA-BDE, for each answer (R), there are several variants (VG1,
VG29, VUC, VIN) of the corresponding question (P), as illustrated in Fig. 2.

In our experiment, we used all the pairs P-R (i.e., the gold question and
answer pairs) as the agent’s collection of interactions, and we used the ques-
tion variations (VG1, VG2, VUC, VIN) paired with the answer R as the reference
corpus. Out of these, we used 350 pairs to simulate a conversation with a user
and learn the weights, and another 500 pairs to evaluate the performance of the
weights learned at each iteration, in order to assess how well our online learning
approach performs in the face of novel triggers (i.e., triggers that were not seen
when learning the criteria’s weights). We computed the accuracy, i.e., the per-
centage of iterations in which the agent chose the candidate answer that matched
the input reference answer.

5 Experimental Results

In Fig. 3, we report the accuracy (%) of each multi-armed bandits algorithm, as
well as each individual criterion, and we also compare our multi-armed bandits
approach to that of Mendonça et al [19,18], who used Exponentially Weighted
Average Forecaster (EWAF), a popular algorithm for prediction with expert
advice [7]. For clarity, we only report up to 100 learning interaction turns, since
the performance for each algorithm remains the same from then on.

Our first research question is whether any of the proposed multi-armed ban-
dits approaches converges to the best criterion. As shown in Fig. 3, the perfor-

9 VG1 and VG2 were obtained by translating P to English and back to Portuguese
using the Google Translate API, once and twice, respectively [20]. Thus, duplicates,
such as the one in Fig. 2, may occur.
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mance of both EXP3 and UCB converges to that of the best answer selection
criterion (which is, by far, Trigger similarity), similarly to the EWAF baseline.

Moreover, we investigate after how many interaction turns are needed for
its performance to get close to the performance of the best selection criterion.
EXP3 matches the performance of the best selection criteria from the very start
(three interaction turns) until the end, with the exception of iterations 85-86 (in
which EXP3 gave a greater weight to Answer Frequency).

On the other hand, UCB only gets closer to the best criterion at 54 inter-
action turns, thus taking longer to converge than the EWAF baseline, which
converges after 18 interaction turns. A factor that may contribute to this differ-
ence in performance between EXP3 and UCB is that the latter assumes that the
loss function is randomly sampled from a fixed unknown underlying distribution
(which is not our case, since our reward function does not follow a fixed dis-
tribution), while EXP3 makes no such assumption. This outcome suggests that
EXP3 may be a more adequate choice of algorithm for a conversational agent
scenario, especially in a low-resource setting.

6 Conclusions and Future Work

In this work, we addressed a scenario where several approaches can be used and
there is no gold data to properly evaluate them before deployment. We proposed
an online learning approach based on the multi-armed bandits framework, and
tested it on a retrieval-based conversational agent that relies on a number of
criteria to select an answer. Our goal was to dynamically converge to the perfor-
mance of the best answer selection criterion as the agent interacts with the user,
taking advantage of their feedback, instead of evaluating each criteria a priori.
In our experiment, in which we simulated the user feedback using a reference
corpus composed of gold interaction pairs, the performance of the adversarial
multi-armed bandits approach immediately matches that of the best perform-
ing selection criterion, which suggests this may be an adequate approach for a
low-resource setting.

As for future work, we intend to expand this experiment by considering other
answer selection criteria, as well as alternative loss functions.
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