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Resumo 

Nanodiamante ou grafite sintética foram dispersados em cobre, níquel ou tungsténio 

por moagem de bolas com o intuito de produzir compósitos de metal-carbono. A seleção de 

condições de moagem adequadas proporcionou uma dispersão homogénea das fases de 

carbono e a obtenção de matrizes nanoestruturadas, além de minimizar a contaminação 

proveniente dos meios de moagem bem como a formação de carbonetos. As mudanças 

estruturais provocadas pela moagem e tratamentos térmicos foram escrutinadas por difração 

de raio-X, microscopia electrónica, espectroscopia de Raman e medidas de microdureza. A 

análise pormenorizada das fases de carbono foi possível após dissolução química das matrizes 

metálicas: o nanodiamante preservou a sua estrutura cristalina durante a moagem, enquanto a 

grafite demonstrou tendência para amorfizar. A estabilidade dos compósitos nanoestruturados 

foi avaliada por meio de tratamentos térmicos. A transformação de nanodiamante em 

estruturas de carbono em forma de cebola durante os tratamentos térmicos foi catalizada pela 

moagem prévia na presença de níquel, tendo-se demonstrado que ocorre in situ resultanto em 

compósitos de metal-nanocebolas. Mecanismos de endurecimento e estabilização térmica 

foram discutidos. Nanocompósitos densos de cobre-nanodiamante foram produzidos por 

extrusão a quente e por sinterização induzida por plasma. 

 

Palavras chave: cobre, níquel, tungstênio, nanodiamante, grafite, transformação de fase, 

afinidade química, moagem de bolas, tratamento térmicos, efeitos de endurecimento. 
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Abstract 

The present work reports the conditions for dispersing nano-sized carbon particles in 

metallic matrices by ball milling. Nanodiamond or synthetic graphite has been milled with 

copper, nickel or tungsten to produce nanostructured metal-carbon composites. Close 

monitoring of the milling conditions enabled to homogeneously disperse the carbon phases 

and obtain nanostructured matrices, as well as to minimize milling media contamination and 

carbide formation. The structural changes induced by milling and annealing have been 

scrutinized by X-ray diffraction, electron microscopy, Raman spectroscopy and 

microhardness measurements. The metallic matrices have been chemically dissolved to allow 

for a detailed analysis of the carbon phases: nanodiamond preserved its crystalline structure 

during milling while graphite tended to amorphize. Heat treatments have been performed to 

evaluate the nanocomposites thermal stability. Transformation of nanodiamond into onion-

like carbon during annealing is catalyzed by previous milling in the presence of Ni and has 

been demonstrated to occur in situ resulting in metal-onion-like carbon composites. 

Strengthening and thermal stabilization mechanisms are discussed. Fully dense copper-

nanodiamond nanocomposites have been produced by hot extrusion and spark plasma 

sintering. 

 

Key-words: copper, nickel, tungsten, nanodiamond, graphite, phase transformation, 

chemical affinity, ball milling, heat treatments, strengthening effects. 
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Chapter 1 – Introduction 

 

 

1.1 Motivation 

 

A microstructure refined to the nanometer scale improves mechanical strength [1]. 

However ultra-fine grain metals exhibit low thermal stability even at moderate 

temperatures [2,3], requiring the presence of particle dispersions to delay coarsening by 

grain boundary (GB) pinning [4]. The concept of a composite is also applicable to 

nanostructured materials, allowing tailoring functional properties [5]. In the case of 

carbon dispersions in metals, thermal stabilization and reinforcing effects can be 

combined with specific properties of the carbon phases, such as high thermal conductivity 

for diamond [6] and self-lubricating properties for graphite [7]. Nevertheless, the primary 

challenge lies in dispersing the carbon phase in the metallic matrices. 

High-energy ball milling is a powder metallurgy process that has been extensively 

used to produce nanostructured materials [8], as well as fine particle dispersions in 

metallic matrices [5,9-11]. High-energy milling has also been employed to process 

carbon nanostructures such as nano-sized ribbons, closed-shell nanoparticles [12,13], and 

carbon nanotubes (CNT) with subsequent annealing treatment [14]. Nevertheless, 

continued milling is known to induce amorphization of graphite [15-17], and to some 

extent the same can be expected for other carbon allotropes. Alternatively, compounds 

such as carbides can form during ball milling through solid-state reaction with metals [8]. 

In fact, while some metallic matrices exhibit extremely reduced affinity towards carbon 

phases, potentially compromising the composite interfaces, others are strong carbide 

formers where dispersing carbon phases represent a challenge. Close monitoring of the 

processing parameters is therefore required to establish suitable processing windows.  
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1.2 State of the art 

 

 

1.2.1 Carbon phases 

 

Nanodiamond (nD), onion-like carbon (OLC), CNT, synthetic graphite (G) and 

amorphous carbon (aC) are candidate phases for the carbon-based dispersions. However, 

CNT and their bundles are poorly wetted by metals [18] and are easily destroyed by high-

energy milling [19]. On the other hand, aC and OLC can be produced from G and nD by 

high-energy milling or heat treatment, respectively [17,20]. Indeed, while carbon 

transformations induced by high-energy milling have been exhaustively studied over the 

years, the occurrence of phase transitions in dispersed carbon has not yet been 

investigated, representing an opportunity to tailor nanostructured metal-carbon 

composites. Graphite and nanodiamond have hence been selected for direct or precursor 

dispersion in the metallic matrices. 

 

 

(i) Diamond 

 

Diamond has the highest thermal conductivity, 2000 W/mK at 20°С, whereas 

copper (possessing one of the highest thermal conductivities among metals) presents a 

mere 400 W/mK [6]. Moreover, the hardness of diamond renders nD dispersions 

excellent reinforcing candidates [5]. On the other hand, it presents a lower thermal 

expansion coefficient (kdiamond = 1 × 10−6 K−1 at 273 K [21]) then metals (e.g. kcopper = 16 

× 10−6 K−1 at 273 K [22]), which is a severe drawback for direct application, either in 

bulk or film form, in thermal management applications.  

Collateral damage of milling media tends to occur in the presence of hard phases 

[8] such as micro-sized diamond, which however may be mitigated by the reported self-

lubricating properties of nano-sized diamond [23]. Nevertheless, the question remains 

whether at the nanoscale the diamond structure can resist to high-energy milling without 

substantial amorphization. 
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(ii) Onion-like carbon 

 

Upon annealing bulk diamond graphitizes into planar graphite, whereas nD 

transforms into onion-like carbon [20]. OLC produced by annealing of nD has been 

extensively studied [20,24-26] mainly due to its potential application in electromagnetic 

devices, field emission and solid lubricants [24]. The OLC formation process from nD 

particles involves: (i) formation of graphite fragments, (ii) connection and curvature of 

graphite sheets at the edges of diamond 111 planes, and ensuing closure of the graphite 

layers. Diamond nanoparticles have dangling sp3 bonds at the surface, and its elimination 

through closure of graphite sheets with in plane sp2-hybridized bonds results in a decrease 

of the surface energy, which has been hypothesized as the driving force to continuously 

form closed graphite shells (see Figure 1.1) [20,27]. This transformation requires heating 

the nD particles at temperatures above 1400 K due to the high energy required to keep on 

breaking C–C bonds in inner diamond [20]. Nevertheless, only limited information is 

currently available on OLC properties. 

 
Figure 1.1. OLC particles formation [27]. 
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(iii) Graphite 

 

Graphite, although relatively weak, presents self-lubricating properties [7]. At the 

microscale, the incorporation of graphite particles improves the wear behavior of the 

matrix under dry conditions without important negative effects on thermal and electric 

conductivities [28,29]. Several studies have been carried out to characterize the structure 

and properties of milled graphite [12,13,17,30].  

 

 

 (iv) Amorphous carbon 

 

The aC phase is kinetically obtained during milling if the amorphization reaction 

is faster than that of recrystallization [31]. Amorphization has been proposed to result 

from a grain size reduction below a critical value [32].  In the case of graphite, for a grain 

size of 2 nm, the grain boundary energy is sufficient to induce a crystalline to amorphous 

transition [33]. 

Amorphous carbon exhibits a mixture of sp2 and sp3 bonds, however as its 

semiconductor behavior shows, the properties of aC are not monotonically ranged 

between diamond and graphite [34]. Other significant properties are its irradiation 

tolerance, chemical inertness, hardness and wear resistance [35]. 

 

 

1.2.2 Metallic matrices  

 

The matrix selection is aimed at responding to two fundamental challenges: some 

metals, such as copper, exhibit an intrinsically difficult bonding with carbon phases, 

which result in weak interfacial boundaries; while on the other end of the spectrum strong 

carbide forming metals, such as tungsten, tend to consume the dispersed carbon phases. 

Nickel, as mild carbide former [36,37], can be used as a metallic matrix with intermediate 

affinity characteristics.  
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Although graphite amorphization by high-energy milling is facilitated by metal 

doping [30], the effect of metals during nD milling is unknown. For carbide forming 

metals reaction milling is typically used to induce carbide formation [8,38] and limited 

literature reports exist on the dispersion of carbon phases [39,40].  

Nevertheless, in these conditions carbide interlayers are expected to assist 

structural cohesion and, moreover, the systems may bear self-healing potential in case of 

decohesion induced by thermal fatigue. 

 

 

(i) Copper matrix 

 

Due to superior electrical and thermal conductivity, suitable corrosion resistance 

and relatively high melting point, copper-based alloys and composites have widespread 

use in static and sliding electrical contacts [41], as well as in thermal management 

applications ranging from electronic packaging [42] to heat sinks for nuclear reactor 

technology [43]. Yet, relatively low strength and limited thermal stability are restricting 

further use of these materials.  

An alternative approach can be employed to overcome the intrinsically difficult 

bonding of copper with carbon phases [42]: incorporation of chromium in the copper 

matrix. This solute has the potential of enhancing the adhesion between the phases as it 

tends to segregate to the carbon/metal interfaces, forming a stable carbide interlayer that 

leads to improved heat and load transfer [44]. Indeed, thermal conductivities as high as 

50% above that of pure copper, have been achieved for Cu-carbide-microdiamond 

composites, where carbide interlayers are assumed to aid the electron–phonon coupling 

necessary for heat transfer [44]. 

 

 

(ii) Tungsten matrix 

 

Approximately half of the commercially available tungsten is consumed in the 

production of hard materials (WC) with the remaining being used for the fabrication of 
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alloys and steels [45]. Due to the high melting point, high resistance to plasma erosion 

and moderate tritium retention [46], refractory metals such as tungsten are currently 

under intense investigation for plasma-facing applications in nuclear fusion reactors [47]. 

Nevertheless, the demand for operation temperatures above the range proposed for ITER 

first wall (that will operate below 873 K) is still challenging, especially on what thermal 

conductivity and microstructural stability are concerned [47]. A microstructure refined to 

the nanometer scale lessens radiation embrittlement due to an increased number of defect 

recombination sites [48] and diamond dispersoids offer reinforcement potential to 

nanostructured W, in combination with thermal conductivity enhancement, especially 

with micro diamond, and microstructural stability. W-nD composites are envisaged for 

parts where thermal management is a major issue, such as divertor components in fusion 

reactors. 

Critical issues regarding the use of diamond in fusion reactors are (i) in situ 

transmutation and phase transformations owing to high-energy neutrons [49] and the fact 

that (ii) tungsten reacts with the several carbon allotropes at elevated temperatures to 

form carbides [45]), which tends to limit the operation temperature. Whilst these stability 

aspects demand further research, the primary challenge lies in dispersing the carbon 

phase in the strong carbide former matrix by room temperature high-energy milling [50], 

while keeping the carbide reaction at a minimum through close monitoring of the 

processing parameters [51]. 

 

 

(iii) Nickel matrix 

 

Nickel alloys and composites present high electrical and thermal conductivity, 

high strength, ductility and wear resistance, good magnetostrictive properties, and 

corrosion-resistance at room temperature due to a slow oxidation rate [52]. These 

materials are used in a variety of applications ranging from catalysts for hydrogenation 

reactions [53] to protection of friction parts [54] and advanced turbine jet engines [55-

57].  

The interest in the interactions of Ni with carbon has increased as this metal was 
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found to be an efficient catalyst for the production of carbon nanotubes and fibers at 

elevated temperatures [58,59]. The transition of amorphous carbon into graphite at high 

temperature is also catalysed by the presence of Ni [58,60], and a similar effect is 

expected to decrease the temperature of nD conversion into OLC.  

 

 

1.2.3 Strengthening and thermal stabilization mechanisms 

 

Metal strengthening relies fundamentally on hindering dislocation mobility, which is 

affected by factors such as: solid solution, grain size and forced bowing around obstacles 

caused, for instance, by dispersed particles (Orowan mechanism). Effective load transfer 

to hard particles can also strengthen the matrix through reinforcement, and the 

strengthening mechanisms are generally considered cumulative [61-63]. Thermal 

stabilization of strength can be achieved by retarding GB motion through solute drag or 

by particle dispersion (Zener pinning).  

 

 

(i) Solid solution strengthening 

Interstitial or substitutional solutes cause local lattice strain, which interacts with 

the dislocation strain fields delaying their motion. Moreover, solute atoms tend to diffuse 

to the dislocation cores in search for sites more suited to their radii.  This reduces the 

overall strain energy through partial cancelling of the dislocation strain field but pins 

down the dislocation. In general, solid solution strengthening depends on the size and 

concentration of the solute atoms, symmetry of the solute stress field and shear modulus 

of the solute atoms [64].  

A classical model for describing the increase in yield stress from atoms in solid 

solution was presented by Fleischer [65]. In his theory, the strengthening is due to a 

combined effect arising from the differences in size and shear modulus between solutes 

and matrix atoms. The interaction force between a single solute and a dislocation was 

derived taking into consideration the dislocation type and the nature of the interaction 
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(size and/or modulus effect). For a dislocation of generic character the interaction force 

with a solute atom is given by: 

     = G	b	|| 
rrrr      (1.1) 

where G denotes the lattice shear modulus, b the Burgers vector of the dislocation, x the 

distance between the solute and the dislocation along the slip plane, R the lattice atomic 

radius and r the nearest interaction distance. The constants, εG and εb represent strains 

caused by the differences in modulus and size, respectively, and αααα pertains to the 

dislocation character [66]. Kocks et al. [67] have proposed an expression to generalize 

discrete-obstacle models. The activation energy, ∆G, to overcome a discrete interaction is 

given by: 

    ∆ =  1 − 



    (1.2) 

where p and q depend on the nature of the solute. The critically resolved shear stress 

needed to overcome the interaction at some temperature T or at 0 K is represented by τΤ 

and τ0 respectively. F0 is the activation energy required at zero applied stress (τ = 0). 

Using the expression for the interaction force given by Fleischer (Eq. 1.1), and applying 

Friedel-statistics [67] the maximum stress at 0 K, can be expressed as: 

      = T

 f 
       (1.3) 

where T is the line tension (≈Gb2/2), λλλλ is the average inter-solute spacing, and f is 

proportional to a single interaction i.e. proportional to the energy barrier associated to 

with a single solute atom. It should be mentioned that f may also be interpreted as a 

measure of the dislocation bow-out angle [67] at the obstacle, f = 	cos	(ϕ), and ϕ is half 

the cusp angle formed by the dislocation at an obstacle just at the point of break-through. 

In the limit of low concentrations and assuming a partially flexible dislocation line, λλλλ is 

inversely proportional to the square root of the concentration c, expressed as atomic 

fraction. The exponent n varies on the assumptions concerning the nature of the obstacles 

[64], while m depends on how the average spacing λλλλ is defined. Using the above 
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assumptions, the concentration dependence of the critical resolved shear stress can be 

written as [64,67]: 

     ∆ = G	f	n	cm     (1.4) 

 

 

(ii) Grain size strengthening 

The finer the grains, the larger the area of grain boundaries that impedes 

dislocation motion, thus grain size has a direct influence on the materials strength. The 

strengthening due to grain boundaries has been experimentally established ever since 

Hall [68] and Petch [69] proposed their relation between the grain size and the yield 

stress. The original explanation for the effect was that dislocations are assumed to pile-up 

against a grain boundary, thereby causing a stress concentration. When the stress 

concentration equals a critical stress, assumed to activate new dislocation sources, 

yielding starts in the next grain. The uniaxial yield strength variation with the average 

grain size D is then given by [68,69]: 

     =  + 	/      (1.5) 

where 	 is a temperature dependent material constant representing the resistance of the 

lattice to dislocation motion that includes solute strengthening effects and  is a positive 

constant dependent on the resistance of  grain boundaries to dislocation movement. Tabor 

[70] determined that a materials hardness can be related to the yield stress through:	 =
3. Thus, a relation analogous to the Hall-Petch can be used to describe the hardness 

dependence on grain size [71]: 

      =  + 	/     (1.6) 

where H, , and 	are related to the terms in equation 1.5 applying Tabor relationship. 

For grain sizes in the 10 µm to 100 nm range, the model predicted by equations 1.5 or 1.6 

achieves reasonable agreement with experimental results [72]. However, for grain sizes < 

100 nm, the temperature independent Hall-Petch model is no longer appropriate to 
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predict experimental results [72-76]. As the melting temperature of crystals is size-

dependent at low scales, the materials assume high temperature behavior at relatively low 

temperatures where a contribution of grain boundary movement on plastic deformation is 

present [72] (see Figure 1.2). Zhao et al. proposed a temperature dependent model [72] 

that can be used to describe the behavior of nanostructured materials: 

    =  +  +  ⁄  
H/(R)
 ()⁄      (1.7) 

or:    =  +  	+  ⁄  
H/(R)
 ()⁄    (1.8) 

where σ,    and D have been defined for equation 1.5,  is a temperature independent 

term that represents the resistance of the lattice to dislocation motion, 	is a constant 

and the exponential factor represents the effect of grain size on melting temperature, Hm 

is the bulk melting enthalpy, T is temperature, R is the ideal gas constant and h denotes 

atomic or molecular diameter. The terms in equation 1.8 are related to the correspondent 

terms in equation 1.7 through the Tabor relationship. When D→∞ then +=σo, the 

Hall-Petch relation (Eq. 1.5).  

 
Figure 1.2. Comparison of conventional Hall–Petch relationship and the model proposed by Zhao et al. 

 [72] for (a) Cu and (b) Ni.  
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(iii) Orowan strengthening  

 

A possible strengthening mechanism at the finer scales is the one first proposed 

by Orowan [79], which comprises dislocation bowing out and bypassing undeformable 

particles, leaving a dislocation loop around them. The local stress shear stress, τ, is 

roughly equal to the stress required to bend a dislocation to a semi-circle of radius λλλλ/2, 

where λλλλ is the particle spacing in the slip plane and is: 

     
 = 	 	T     (1.9) 

where b is the magnitude of the Burgers vector and T is the line tension, assumed as the 

line energy of the dislocation (E):  

     = 	G


 ln


		     (1.10) 

 = 	 G
() ln



		     (1.11) 

where G is the shear modulus, νννν is the Poisson ratio, and ξ and r0 are, respectively, the 

outer and inner cut-off radius of the dislocation. However, Ashby pointed out that when a 

screw dislocation is bowed out into a semicircle it acquires edge segments whose energy 

per unit length is greater than that of screw segments. It is thus more difficult to bend a 

screw than an edge dislocation between pinning points and equations 1.9 to 1.11 

incorrectly predict that the reverse is true. Furthermore, the shape of the dislocation in its 

critical bowed-out state reflects this: in general the shape is not a semicircle [80,81]. The 

critical shape and stress are given by a line integral along the dislocation, taking the line 

tension as [82]: 

    T() = () + ()
      (1.12)  

where E(θ), the line energy, is a function θ. The “semicircle of radius λλλλ/2” criterion for 

calculating the bypassing stress must therefore be substituted and can be taken as the 

stress at which the line slopes, at the points where the dislocation touches the two 
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particles between which it bows, become equal [80]. The result is that equations 1.9 to 

1.11 should be replaced by [80,81]:  

     = 	 Gb ln 


		     (1.13) 

 = 	 Gb
() ln 



 		    (1.14) 

The model was further modified by Ashby to incorporate the attractive interaction 

between the dislocation dipoles on either side of the particle, which tend to make 

bypassing easier. The energy of a dipole is given by equations 1.10 or 1.11 with the outer 

cutoff radius replaced by the dipole width, which in the case of the Orowan mechanism is 

2r, the particle diameter. In its revised form, the strengthening due to the Orowan 

mechanism is described by the Orowan-Ashby equation (screw dislocation) [80,81]: 

    ∆	 = 	 Gb
() ln 


b 		    (1.15) 

where ∆τ is the critical resolved shear stress (CRSS) increment above the matrix value 

due to the Orowan mechanism and 2b is assumed as the inner cutoff radius of the 

dislocation. The yield stress increment of the equivalent polycrystalline material ∆σ can 

be related to ∆τ through M, the Taylor factor [83] and k, the Kocks constant [80]: 

    ∆	 = 	k Gb
() ⁄  ln 


b 		   (1.16) 

The Taylor factor accounts for an average grain orientation with σ = 3.06 τ [83]. The 

Kocks constant relates the applied stress to the average passing stress, i.e. it accounts for 

the fact that every spacing between a pair of particles has its own passing stress and that 

the average segment can move on indefinitely as long as 1/3 of the spacings between the 

particles allow bypassing [80]. The geometric mean (1 − ) ⁄  in Equation 1.16 

averages the screw and edge characters [84]. The particle spacing λλλλ can be determined 

from the volume fraction of the dispersed particles f, by considering that the average 

particle radius r and its average planar radius rp are related by the expression [85]: 

     		       (1.17) 
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and that [85]: 

    	 = 	 
 ⁄

 − 2 		    (1.18) 

where the 2rp subtraction accounts for the particles finite size.  

 

(iv) Load transfer between the matrix and reinforcing phase  

The concept of load distribution between the matrix and the reinforcing phase is 

central to understand the mechanical behavior of a composite. An external load applied to 

a composite is partly borne by the matrix and partly by the reinforcement. The 

reinforcement may be regarded as acting efficiently if it carries a relatively high 

proportion of the applied load. This can result in higher strength, as well as greater 

stiffness, since the reinforcement is usually stronger, as well as stiffer, than the matrix. 

Strengthening mechanisms involving dispersions demand hence strong particle/matrix 

interfaces. 

 The rule of mixtures represents the upper limit for strengthening by reinforcing 

particles [86], i.e., the largest effect that can be obtained when the matrix and 

reinforcement experience the same strain:  

         HComp = HR  f + H (1 − f )     (1.19) 

 
where HR and H are the reinforcement and matrix hardness, respectively and f is the 

volume fraction of dispersed particles. Correia et al. proposed to incorporate the 

reinforcement effect with the grain size dependence by replacing H with the Hall-Petch 

relation (Eq. 1.6) and introducing a load transfer parameter δ, that takes into account the 

difference in stiffness between the matrix and the reinforcing phase, the misfit of the 

reinforcing particles, the chemical affinity and the difference in the expansion 

coefficients [86]: 

HComp = δ HR  f + ( + 	/) (1 − f )    (1.20) 
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(v) Solute drag effect 

Grain growth tends to occur in polycrystalline materials in order to reduce the 

system free energy associated with grain boundaries, especially at high temperature 

service conditions when grain boundary mobility is high. On the other hand, solute atoms 

segregated to grain boundaries, or other interfaces, decrease the overall free energy of the 

system. As a result, when interfaces move the solute atoms tend to lag behind exerting a 

dragging force [87]. Even at low solute concentrations, this dragging force may interfere 

with the material grain growth during heat exposure causing a coarsening retardation 

effect known as solute drag. Solute elements reduce GB mobility in a non-linear manner 

depending on the velocity and the effect has been treated extensively by Cahn [88] and 

simplified by Zurob et al. [89], who proposed that: 

    M((((t))))=  1
MPure

+α	cs
-1

     (1.21) 

where M(t)				is the dragged grain boundary mobility in function of time, MPure is the 

intrinsic grain boundary mobility, α is a constant and cs is the solute concentration. 

 

  

(vi) Zener pinning 

Small particles dispersed in a material can exert a pinning force on moving grain 

boundaries [90], representing another important mechanism for controlling grain growth. 

In the classical treatment proposed by Zener, the solid particles exert a retarding force or 

pressure [91] that can be expressed as [92]:   

     = 
         (1.22) 

where f is the volume fraction of dispersed particles, r is the particle radius, and γ is the 

energy of the pinned grain boundary. GB motion ceases when an equilibrium matrix 

grain size is reached [91]: 

      = 	 
     

(1.23) 
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Although this model has been derived assuming the second-phase particles as spherical, 

of equal size and of random distribution (i.e., located both at boundaries and within 

grains [93]), the pinning pressure is a complex function of the interface type and of the 

shape, size, interspacing and volume fraction of the dispersed particles [93,94].  

 

 

1.2.4 Contamination by milling media 

One drawback of high-energy milling for composite production is that the material 

tends to become contaminated by milling media debris, especially when hard phases, 

such as diamond, are involved. The impurity level increases with milling energy and 

time. Managing contamination requires establishing the best trade-off parameters for 

minimization of milling media wear and simultaneously obtain suitable grain refinement, 

composition/structure homogenization and particle dispersion. Other independent 

processing variables are able to influence contamination [8]; for instance it is desirable to 

employ milling media of composition similar to that of the milled materials and to select 

proper milling atmospheres to prevent oxidation. Stainless steel is the most common 

milling media material, although for very hard charges cemented carbides are preferred. 

Nevertheless it should be borne in mind that elements such as iron or nickel tend to 

catalyze chemical reactions and phase transformations [15], and may interfere with the 

milling outcome. In any case, contamination must be carefully monitored by energy 

dispersive spectroscopy (EDS) or higher sensitivity techniques such as particle induced 

X-ray emission (PIXE) spectroscopy. 

 

 

1.2.5 Consolidation 

 

Consolidation of mechanically synthesized materials is usually carried out by hot 

isostatic pressing (HIP) or by hot deformation [8,95]. However, these techniques tend to 

induce microstructural coarsening with a concomitant decrease in strength. A previous 

study involving Cu and G composites produced by conventional sintering resulted in poor 



18 
 

consolidation due to reduced wetting of graphite by copper [96]. Hot extrusion, on the 

other hand, demonstrated to be effective in producing fully dense materials [10,11,97,98] 

with the advantage of reinforcement alignment, which can convey thermal, electric and 

mechanical anisotropy to the consolidated materials. 

The more recently developed spark plasma sintering (SPS) [99] has proven to be 

capable of minimizing coarsening and chemical reactions, moreover the technique is 

particularly useful to prevent carbide formation in the case of W, Mo, Ta and Hf. 

Promising results showed that grain growth is preserved with the SPS technique [10,11], 

although microstructural heterogeneity was detected, in contrast to the homogeneous 

microstructures obtained with hot extrusion [11,100].  
Recovery phenomena and partial recrystallization occurring during 

thermomechanical consolidation and annealing treatments are likely to increase the 

thermal conductivity of the matrix. However, since strength tends to decrease with 

increasing grain size, fine tuning of thermomechanical and annealing treatments is 

usually required. 
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Chapter 2 – Experimental 

2.1 Methods and working principals 

 

 

2.1.1 Ball milling 

Ball milling is a powder metallurgy technique that allows producing a variety of 

materials, such as metal alloys and composites, starting from elemental or compound 

powders [1]. The technique was developed by John Benjamin and his colleagues at the 

Paul D. Merica Research Laboratory of the International Nickel Company (INCO) 

around 1966 [2,3]. It resulted from long research on the production of a nickel-base 

superalloy for gas turbine applications. The process, as developed by Benjamin, 

involved the use of hard balls in a rotating container and was referred to as 

‘Milling/Mixing’. Yet Ewan C. MacQueen, a patent attorney for INCO, coined the 

terms mechanical alloying to describe the process in the first patent application, which 

have come to stay in the literature regarding alloy production by ball milling. 

Subsequently, the formation of amorphous phases by milling an Y-Co 

intermetallic compound or blended Ni-Nb powder mixtures attested for its potential as a 

non-equilibrium processing technique [4,5]. Additionally, it has been recognized that 

powder mixtures can be mechanically activated to induce chemical reactions at 

temperatures much lower than normally required. The terms ‘mechanical synthesis’ is 

preferably employed in the latter case, while ‘ball milling’ continues to be used as a 

generic designation. During the past three decades much research has been carried out 

in order to improve the technique and understand its fundamentals [1,6-10].  

 

2.1.1.1 Ball milling working principles and mechanisms  

During ball milling the powder particles in the container are repeatedly 

deformed, cold-welded, fractured and re-welded. Nevertheless, the energy imparted is 

mostly lost in the form of heat and only a minor amount is spent in the elastic and 

plastic deformation of the powder particles [1].  
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Whenever two balls collide, a number of powder particles are trapped between 

them [1] (Figure 2.1). At early stages the milled powders have a characteristic layered 

structure consisting of various combinations of the initial elements/compounds. New 

surfaces are created and any soft particles present tend to weld together, originating a 

broad range of particle sizes, in some cases three times larger than the original ones [1]. 

Upon continued deformation, the tendency to fracture predominates over cold welding; 

the particles become work hardened and tend to fracture by a fatigue mechanism and/or 

by fragmentation of fragile flakes. Fragments generated by these mechanisms may 

continue to reduce in size in the absence of strong agglomerating forces.  

 

 

Figure 2.1. Example of ball-powder collisions during milling [1]. 

 

For longer milling times, due to the continued impact of the milling balls, the 

particle internal structure is steadily refined, although the powder particle size remains 

essentially constant. A steady state is eventually reached with a balance between the 

rates of welding and fracture. At this stage each particle presents the initial 

elemental/compound proportion and the particle size distribution is narrow, as larger 

particles than the average are reduced in size at the same rate that smaller fragments 

grow through agglomeration. The heavy deformation introduced into the particles 
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saturates hardness. This is manifested by the presence of a variety of crystal defects 

such as dislocations, vacancies, stacking faults, and an increased number of grain 

boundaries. The defective and refined microstructure enhances diffusivity, which in turn 

assists alloy formation.  

The milling time required to develop a given microstructure is a function of the 

characteristics of the pristine materials, and of the equipment and parameters employed. 

Nevertheless, in most cases, the rate of refinement of the internal structure varies 

roughly with the logarithm of the milling time and the grain size of the initial particles 

is relatively irrelevant as in a few minutes to an hour, the crystallite (or grain) size is 

refined to the nanometer scale (Figure 2.2).  

 

Figure 2.2. Refinement of particle and grain sizes with milling time [1]. 

 

Benjamin [11] suggested that it is necessary to have at least 15 vol.% of a ductile 

component to achieve alloying, since cold welding is difficult with brittle particles. In 

fact, ductile-ductile system are considered ideal, however, alloying has been reported in 

brittle-brittle component systems such as Si-Ge [12]. Indeed brittle components are 

continuously fragmented during milling and, at very small scales, tend to behave in a 

ductile fashion. In ductile-brittle systems, the ductile particles are flattened by the ball-

powder-ball collisions early during milling, while the brittle particles get 

fragmented/comminuted. These fragmented brittle particles, if insoluble, tend to become 

occluded by the ductile constituents and uniformly dispersed in the ductile matrix with 
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continued milling. On the other hand, if the brittle phase is soluble, alloying occurs and 

chemical homogeneity may be reached [1]. 

 

 

2.1.1.2  Ball milling processing variables 

 

Ball milling is a complex process, involving a number of variables whose effects 

are not completely independent, namely: 

• milling device; 

• milling media (container and balls); 

• contamination; 

• milling energy; 

• milling temperature; 

• milling time; 

 

 

Milling device 

 

Diverse types of mills can be used with main differences in rotation pattern, 

capacity, milling efficiency and additional arrangements for cooling or heating. 

In the present study ball milling has been performed with a planetary mill 

(Figure 2.3 (a)) in which a few hundred grams of powder could be milled at a time. The 

planetary mill owes its name to the planet-like movement of its milling containers, 

which are arranged on a rotating support disk with a special drive mechanism that 

rotates them around their own axes. The centrifugal forces produced by the containers 

rotating around their own axes and by the rotating support disk, act on the material 

being processed and on the milling balls. Since the two rotational movements occur in 

opposite directions, their superimposition gives rise to the so-called Coriolis forces: the 

combined centrifugal forces lift off the milling balls across the inner chamber of the 

container and make them collide against the opposing inner wall of the container 

(Figure 2.3 (b)). The ball trajectory depends on the relative value of the ball speed vs 

container rotation and on the relative size of the support disk vs container [13], 
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rendering the collision either tangential (frictional) or normal (impact) to the container 

internal wall. The fine interplay between frictional and impact forces in planetary mills 

can result in a high degree of microstructural refinement. 

 

 

Figure2.3. (a) Retsch planetary ball mill [14]. (b) Working principle of a planetary ball mill [15].  

 
 
 
 

Milling media  

 

The material used for the milling container must be suitably selected due to the 

high-energy impact of the milling balls on its inner walls. In effect, a significant part of 

the milling media material is normally dislodged and incorporated in the milled 

material, modifying its chemistry. In order to minimize contamination by milling media, 

it is desirable to have the container and balls made of the same material as the 

processing powder. Hardened steel, tool steel, hardened chromium steel, tempered steel, 

stainless steel, bearing steel, WC-Co and ceramic materials are the most common types 

of materials used for the milling container. Except for the ceramics, the same type of 

materials is used for the milling balls. 

The size and density of the balls influence the milling efficiency through the 

impact force generated. In fact, a sole variation in ball size has been shown to result in 

either a solid solution or a mixture of two phases [1]. The weight ratio between the balls 
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and the powder must also be considered: higher ball weight proportions increase the 

number of collisions per unit time and, consequently, the energy transferred to the 

powder particles, reducing the processing time. Furthermore, the extent to which the 

container is filled must also be taken into account, and since balls and powder should be 

allowed to move freely about 50% of container space is usually left empty [1]. 

 

 

Contamination 
 

The nature and amount of impurities that contaminate the milled powder are a 

chief concern. The small size of the powder particles, the availability of large specific 

areas, and the formation of new surfaces during milling, all potentiate the incorporation 

of extraneous material, and contamination of the powders is an inherent drawback of the 

technique.  

Contamination can be mainly traced to (i) chemical impurities in the starting 

powders; (ii) milling atmosphere; and (iii) incorporation of milling media debris. 

Contamination originating from the starting powders can be either substitutional or 

interstitial, while contamination from milling atmosphere tends to be interstitial and 

contamination from milling media is essentially substitutional.  

The presence of interstitial impurities, such as oxygen and nitrogen, is 

deleterious to reactive metals and can be minimized if the containers are either 

evacuated or filled with an inert gas, such as high-purity argon. Nonetheless, the 

absorbed inert gas is an important contamination source [1,16].  

Milling media debris can originate inclusions in the milled powder [1,17]. As 

previously mentioned, the powder particles get trapped between the balls, undergo 

severe plastic deformation and new surfaces are created due to fracture of the powder 

particles. Additionally, collisions occur between the balls and the container, and also 

amongst the milling balls. All these effects cause wear and tear of the milling media and 

result in the incorporation of impurities in the powder. The magnitude of contamination 

originating from the milling media depends on milling time, milling energy, and on the 

difference in hardness between the powder and the milling media. Whenever possible 

containers and milling balls should be harder/stronger than the processing powder [1]. 

In what concerns the present work, nanoscale diamond has been reported to possess 

self-lubrication properties [18]. As a result, in spite of the extreme hardness of diamond, 
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minor contamination is expected with nD particles, contrarily to the case of micro-sized 

diamond.  

 

 

Milling energy 

 

The faster the mill rotates the higher is the energy transferred to the milled 

powder. However, above a critical speed, the balls become immobilized against the 

inner walls of the container, hindering impaction. The operating speed should hence be 

just below this critical value for maximum collision energy. For a rotation tumbler mill 

Rose and Sullivan [19] showed that the critical rotation speed Nc, is given by: 

      = 



dr

     (2.1) 

 

where g is the gravitational acceleration, d is the inner diameter of the container and r is 

the radius of balls. Milling energy is directly responsible for reaction progress and phase 

transformations [20], moreover a minimum milling energy threshold is required for 

amorphization and carbide formation [20,21]. 

 

 

Milling temperature 

 

Two major phenomena can contribute to increase the temperature during 

milling: friction during collision and localized plastic deformation. Schwarz and Kochi 

[22] proposed a model in which the temperature rise due to localized deformation is 

given by: 

   ∆T = 
 

∆
0p

     (2.2) 

where ∆T is the increase in milling temperature, φ is the dissipated energy flux given as 

σσσσν, where σσσσ    is the normal stress due to a head-on collision and ν is relative velocity of 

the ball before impact, ∆t is the stress state life, ρp is the density of the powder particles, 

k0 is the thermal conductivity of the particles and cp is the specific heat of the powders. 
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At high milling energy, temperatures of ~400 K can be reached locally [1]. 

Nevertheless, the global temperature is relatively low since heat can be rapidly 

dissipated through the large mass of the container, balls and powder particles [23]. 

Higher temperatures are advantageous when diffusion is required to promote 

homogenization and/or alloying in the powders, but not when the goal is to prevent the 

reaction between components as in composites where no in-situ reactions are desired.. 

 

 

Milling time 

 

Steady state is eventually reached for long milling times, where a balance 

between fracturing and cold welding processes occurs with a concomitant saturation of 

the milled material properties. However, long milling times increase the level of 

contamination by milling media resulting in the presence of undesirable phases [1]. The 

milling time required to homogenize the structure while minimizing contamination 

varies with the type of mill, milling energy, ball-to-powder weight ratio and temperature 

of milling, and is usually established through systematic post-processing investigation.  

 
�

2.1.2 Consolidation  

2.1.2.1  Spark Plasma Sintering 

SPS is a recently developed technique that makes possible sintering and sinter-

bonding at low temperatures during short periods. The process relies on charging the 

gaps between the powder particles and applying, locally and momentarily, spark 

plasma. The applications range from general sintering of metals and ceramics [24,25], 

including consolidation of composites [17,26,27], to consolidation with prevention of 

crystal growth [28] and chemical reactions [27].  

The SPS instrument comprehends the following components: vertical single-axis 

pressurization system, water-cooled chamber, atmosphere controls, vacuum exhaust 

unit, DC pulse generator and controller (Figure 2.4). The powder materials are stacked 

between the die and punch on the sintering stage and held between the electrodes. The 
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repeated application of an ON-OFF DC pulse results in spark discharges between the 

powder particles and in Joule effect heating, producing efficient sintering with low 

power consumption [29]. Through pulse application the local temperature instantly rises 

to 1500~3000 K [29] and under pressure the process finishes within a few minutes.  

The high temperature at the gaps causes melting and vaporization at the surfaces, 

and constricted shapes or “necks” form between the particles. The necks progress 

during sintering and can result in 99% dense sintered material. Since the temperature 

increase is concentrated at the particles surface, the internal structure and grain growth 

can be preserved/controlled [29].  

SPS offer many advantages over hot press sintering, hot isostatic pressing or 

pressureless sintering, that include concentration of the sintering energy at the 

intergranular regions and easy control of the sintering energy, as well as well high 

sintering speed, reproducibility, safety and reliability [29]. The main drawback of the 

technique is that the sintered body will have a heterogeneous structure owing to the very 

different thermal cycles experience by the powder surface and its interior. 

 

Figure 2.4. Spark plasma sintering diagram [30]. 

 



 

2.1.2.2   Hot extrusion

 

Extrusion is defined as the operation of producing rods, tubes 

complex sections by forcing 

2.5). In hot extrusion, the billet

A rapid rise in pressure

compressive stress required by 

to flow through the die at the maximum pressure, the breakthrough pressure.

billet extrudes through the die

reduced due to the lower energy required to 

decreasing length of the b

ratio, working temperature, 

conditions. 

The extrusion ratio, the ratio of the 

limited by the available 

extrusion is performed at fairly high temperatures, approximately 50 to 75 % of the 

melting temperature of the metal to be processed. The press

from 35 to 700 MPa [32]

depends on the pressure and temperature.

the die life, as well as on

required. Lubricants must exhib

temperature: oil, graphite and MoS

powder is used at high temperatures

Figure 2.5. Hot (direct) extrusion 
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Hot extrusion 

Extrusion is defined as the operation of producing rods, tubes 

lex sections by forcing with a ram a billet of metal through a suitable die

he billet is heated to reduce the yield strength of the metal 

rapid rise in pressure occurs during the initial ram travel

required by the billet to fill the extrusion container. T

at the maximum pressure, the breakthrough pressure.

et extrudes through the die, the pressure required to maintain flow 

reduced due to the lower energy required to overcome the static friction

of the billet. The chief parameters of hot extrusion 

working temperature, pressure, rate of deformation and frictional/lubrication 

, the ratio of the initial to the final cross-sectional area

available pressure and temperature of the extrusion process.

at fairly high temperatures, approximately 50 to 75 % of the 

of the metal to be processed. The pressures employed can range 

]. The ram speed determines the rate of deformation and 

the pressure and temperature. Since the process has a detrimental effect on 

on other components of the extruder, proper l

. Lubricants must exhibit low shear strength and stability

and MoS2 are employed at moderate temperatures, wh

temperatures. 

 

extrusion diagram [33].31 

Extrusion is defined as the operation of producing rods, tubes or various 

of metal through a suitable die (Figure 

he yield strength of the metal [31]. 

the initial ram travel due to the 

The metal begins 

at the maximum pressure, the breakthrough pressure. As the 

 is progressively 

static friction with the 

hot extrusion are: extrusion 

frictional/lubrication 

sectional areas, is 

and temperature of the extrusion process. Hot 

at fairly high temperatures, approximately 50 to 75 % of the 

ures employed can range 

rate of deformation and 

detrimental effect on 

roper lubrication is 

ability at high 

temperatures, while glass 



 

2.1.3 Materials characterization

 
 
2.1.3.1 X-ray diffraction

2.1.3.1.1 Geometry of diffraction

Max von Laue showed

distances in crystals, which 

D diffraction gratings. If radiation of wavelength

atoms separated by a along the

A and D is just AB-CD (see Figure 2.6).

Figure 2.6. (a) Diffraction along the 

of atoms. The path difference between the diffracted beams 

 

If the incoming rays are in phase, the path difference must be some integer multiple of 

the wavelength for constructive interference to occur

 

 

where αn and αo are the angles between

and the x-axis and h is an integer

angle αn to the x-axis and t

rays centered on the x-axis.

be represented in vector notation as:
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Materials characterization 

diffraction 

Geometry of diffraction 

showed that X-rays have wavelengths similar to the in

, which may be considered built up of scattering centres 

adiation of wavelength λ is incident at an angle 

along the x-axis, the path difference of rays scattering fr

(see Figure 2.6). 

 
along the x-axis. The incident and diffracted beams are at α

. The path difference between the diffracted beams is AB – CD [34]. 

If the incoming rays are in phase, the path difference must be some integer multiple of 

the wavelength for constructive interference to occur, leading to the first Laue equation. 

(AB – CD) = (cosαn – cosα0).a = hλ  

are the angles between, respectively, the diffracted and incident beams 

an integer. This result is valid for any scattered ray that makes an 

and thus the Laue condition is consistent with a cone of scattered 

axis. Since a.S =a.(cosαn) and a.S0 =a.(cosα0), Eq

presented in vector notation as: 

a.(S-S0) =h λ    

a 

similar to the interatomic 

scattering centres acting as 3-

at an angle αo on a row of 

he path difference of rays scattering from points 

α0 and αn to the row 

If the incoming rays are in phase, the path difference must be some integer multiple of 

the first Laue equation.  

 (2.3) 

e diffracted and incident beams 

This result is valid for any scattered ray that makes an 

hus the Laue condition is consistent with a cone of scattered 

Equation 2.3 can 

 (2.4) 
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where the distance a becomes a unit cell vector a, the unit vector parallel to the 

incoming ray is S0, and the unit vector parallel to the scattered ray is S (see Figure 2.6): 

 
Figure 2.7. The incident and diffracted beam directions and the path difference between the diffracted 

beams expressed in vector notation [34].  

 

The second Laue equation is written considering another row of scattering 

centers along an y-axis at a given angle to the x-axis with a repeat distance b (Eq. 2.5).  

The incident rays will make angle β0 to this row and the scattered rays βn. This equation 

must result in a k integer multiple of the wavelength for constructive interference to 

occur: 

(AB – CD) = (cosβn – cosβ0).b = kλ    (2.5) 

 

The solution to this second equation also forms a cone except this time about y.  The 

notable idea of Laue was that this equation must have a simultaneous solution with the 

equation written for the x-axis.  The simultaneous solution to these two equations can be 

viewed as the intersection of the two cones originating at a common apex (which 

intersect along two lines, see Figure 2.8 (a)). 

 

 
Figure 2.8. (a) Representation of the intersection of the two cones originating at a common apex [34].  (b)  

Diffraction cones from three non-coplanar rows of scattering atoms in common line [35]. 
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Adding scattering centers along a z-axis, to form a 3-dimensional lattice, gives 

by analogy the third Laue equation: 

 

(AB – CD) = (cosγn – cosγ0).c = lλ   (2.6) 

 

where γn and γ0 are the angles, c is the interatomic distance and l is the integer. This 

results in a set of equations with one simultaneous solution, i.e., the 3-dimensional 

solution will be a single vector lying at the intersection of three cones sharing a 

common apex (Figure 2.8 (b)). Considering a diffraction vector defined as K = (S - S0)/ 

λ, diffraction occurs when simultaneously: 

 K.a = h    (2.7)

 K.b = k    (2.8) 

 K.c = l    (2.9) 
The solution to these equations is: 

 K=h.a*+ k.b*+ l.c*    (2.10) 
 

where h, k and l are the Miller indices of an (hkl) plane in real space and a*, b* and c* 

are a new set of vectors which are related to a, b and c according to: 

 

 a*.a = 1 a*.b = 0 a*.c = 0 

 b*.a = 0 b*.b =1 b*.c = 0 

 c*.a = 0 c*.b = 0 c*.c = 1 

Constructive interference occurs then when K = g, which defines a point in reciprocal 

lattice. 

 Bragg confirmed that Laue's photographs resulted from diffraction, but interpreted 

the phenomenon by envisaging diffraction in terms of reflection from crystal planes 

(Figure 2.9) and by considering that constructive interference required that the path 

difference between waves, 2dhkl sinθ, must equal a whole number of wavelengths:  

 

 nλ = 2dhkl sinθ    (2.11) 
 

Bragg’s law provides then the condition for a plane wave to be diffracted by a family of 

lattice planes, where n is an integer designated as order of diffraction, λ is the 



 

wavelength of incident wave,

and θ is the angle between the incident ray and the scattering planes.

specular reflection is not physically correct

individual scatterers.  Nevertheless, Bragg

and results in a simple relationship for the diffraction condition.

Figure 2.9. Geometry behind Bragg
 

 Ewald proposed a geometrical construction 

used ever since for interpreting diffraction patterns.

a reflection sphere with a radius of 1/

is situated at O, the incident wave vector 

and the angle between them is 2

magnitude 1/dhkl. Since the i

the condition OP = g corresponds to 2

for a first order diffraction (

satisfy the diffraction condition if 

vector g, that is if: 

 

 

which is equivalent to Laue
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of incident wave, dhkl is the spacing between the planes in the atomic lattice, 

is the angle between the incident ray and the scattering planes.

ection is not physically correct, as the atoms in a real crystal act as 

Nevertheless, Bragg’s construction turns is geometrically valid 

a simple relationship for the diffraction condition. 

d Bragg’s diffraction [36]. 

geometrical construction for Bragg’s equation 

used ever since for interpreting diffraction patterns. The crystal is placed at the center of 

a reflection sphere with a radius of 1/λ (Figure 2.10), the origin of the reciprocal lattice 

, the incident wave vector S0 is CrO, the diffracted wave vector 

and the angle between them is 2θ. OP is a reciprocal lattice vector 

. Since the incident and diffracted wave vectors have magnitude 1/

corresponds to 2sinθ/λ = 1/dhkl, which is equivalent to Bragg’s law 

for a first order diffraction (n=1). This means that the diffracted wave vector 

condition if OP = CrP – CrO = (S– S0)/λ is a reciprocal lattice 

g = (S – S0) / λ = K   

 

is equivalent to Laue equations. 

is the spacing between the planes in the atomic lattice, 

is the angle between the incident ray and the scattering planes. The idea of 

as the atoms in a real crystal act as 

geometrically valid 

 

 which has been 

he crystal is placed at the center of 

, the origin of the reciprocal lattice 

, the diffracted wave vector S is CrP 

 g and has thus 

ncident and diffracted wave vectors have magnitude 1/λ, 

which is equivalent to Bragg’s law 

=1). This means that the diffracted wave vector S, will 

is a reciprocal lattice 

 (2.12) 



 

Figure 2.10. Ewald construction

 

 

2.1.3.1.2 Powder 

 

 Powder X-ray diffraction 

lines, namely identification 

strains, precise lattice parameter determination and atomic structure refinement.

 The series of reflections

fingerprint for any given 

reflection can be then obtained by solving Bragg

θ, identifying the phases present

size and residual strains, and

A powder X-ray diffractometer comp

alignment of the beam, as well as the position and orien

the X-ray detector, together with 

 

2.1.3.1.3 X-ray

The X-rays are generated in a cathode tube where through a thermoionic effect a 

tungsten filament (cathode) emits electrons that are

by a potential difference. The high

the atoms of the target material and refilling of these ground states induces 
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construction [34]. 

Powder X-ray diffraction 

diffraction is commonly employed in several types of

identification of phases, determination of crystallite size

, precise lattice parameter determination and atomic structure refinement.

reflections detected as a function of the 2θ angle 

 crystalline structure. The d-spacing corresponding to each 

reflection can be then obtained by solving Bragg’s law for the appropriate values of 

present. The reflection width is in turn related with the crys

, and reflection shifts result from the presence of solutes.

diffractometer comprises a source of X-rays, 

alignment of the beam, as well as the position and orientation of both the specimen and 

together with X-ray data collection and analysis systems

ray source 

s are generated in a cathode tube where through a thermoionic effect a 

tungsten filament (cathode) emits electrons that are accelerated toward a target (anode) 

The high-energy electrons eject ground-state electrons from 

the atoms of the target material and refilling of these ground states induces 

 

several types of research 

crystallite size and residual 

, precise lattice parameter determination and atomic structure refinement. 

angle are a unique 

spacing corresponding to each 

law for the appropriate values of λ and 

in turn related with the crystallite 

reflection shifts result from the presence of solutes. 

s, controls for the 

tation of both the specimen and 

data collection and analysis systems. 

s are generated in a cathode tube where through a thermoionic effect a 

accelerated toward a target (anode) 

state electrons from 

the atoms of the target material and refilling of these ground states induces X-ray 



 

emission. When an electron from a K

destabilises the atom, and an electron from a higher

vacancy. If the electron is provided by the L

emission of a Kα photon with energy equal to the difference between the K and L shells. 

Such a transfer results also in a vacancy being created in the L

be filled by an M-shell electron, with emission of a L

on the K shell would be filled by an M

Furthermore, since within each shells there are multiple levels of energy, a further 

designation, α1, α2 etc, is required

atom to return to a more stable energy

is characteristic of the atoms present in the target material 

Photons generated by decelerating collisions are also produced, and result

continuous distribution of energies and wavelengths in the 

target, known as bremsstrahlung (deceleration) 

target atoms leave the cathode tube through thin windows, normally made of beryll

and are subsequently filtered so that only 

sample [37]. 

 

Figure 2.11. Transitions that give rise to the various 
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en an electron from a K-shell is displaced, it leaves a vacancy, which 

destabilises the atom, and an electron from a higher-energy level will tend to occupy the 

vacancy. If the electron is provided by the L-shell, the transfer corresponds to the 

photon with energy equal to the difference between the K and L shells. 

Such a transfer results also in a vacancy being created in the L-shell which in turn can 

shell electron, with emission of a Lα photon. If the electron vacancy 

K shell would be filled by an M-shell electron, a Kβ photon would be generated. 

Furthermore, since within each shells there are multiple levels of energy, a further 

required (Figure 2.11). Emission of this radiation allows the 

atom to return to a more stable energy-state. The specific energy of the emitted radiation 

of the atoms present in the target material (usually Cu, Fe, Mo and Cr)

Photons generated by decelerating collisions are also produced, and result

continuous distribution of energies and wavelengths in the spectrum emitted 

target, known as bremsstrahlung (deceleration) radiation. The X-rays emitted by the 

target atoms leave the cathode tube through thin windows, normally made of beryll

and are subsequently filtered so that only Kα photons remain, and are directed toward the 

 
Transitions that give rise to the various X-ray lines [38]. 

placed, it leaves a vacancy, which 

energy level will tend to occupy the 

shell, the transfer corresponds to the 

photon with energy equal to the difference between the K and L shells. 

shell which in turn can 

photon. If the electron vacancy 

photon would be generated. 

Furthermore, since within each shells there are multiple levels of energy, a further 

of this radiation allows the 

state. The specific energy of the emitted radiation 

(usually Cu, Fe, Mo and Cr). 

Photons generated by decelerating collisions are also produced, and result in a 

emitted from the 

s emitted by the 

target atoms leave the cathode tube through thin windows, normally made of beryllium, 

, and are directed toward the 



 

2.1.3.1.4 Bragg

In a powder or polycrystalline diffractomete

source and hits the fine powder sample with 

different points on its surface

are refocused at the detector slit

angle between the incident and Bragg diffracted beams is equal to 2

sample is at θ to the incident 

The diffracted radiation is recorded by an 

goniometer stage and rotated about the sample.

Figure 2.12. The Bragg-Brentano geometry where 

SS is the soller slit assembly (SS1 on “tube” side, SS2 on detector side). 

monochromator crystal, rm is the radius of the monochromator

slit) lie, rf is the radius of the focusing circle. F, S and RS all fall on this circle. The angles are indicated [

 

 

2.1.3.1.5 Phase identification

 

X-ray diffraction is one of the most powerful too

identification, performed by 

peaks against a library of phase information.

detection limit of ~1 wt.% 

relative integrated intensity of the peaks
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Bragg-Brentano configuration 

In a powder or polycrystalline diffractometer a divergent X-ray

the fine powder sample with random crystallographic orientation

different points on its surface (see Figure 2.12). After the diffraction process, the rays 

efocused at the detector slit. The slits move on a circle centred on the sample. 

angle between the incident and Bragg diffracted beams is equal to 2

to the incident X-ray beam. This is called the Bragg-Bretano geometry. 

recorded by an X-ray detector mounted on the diffractometer 

goniometer stage and rotated about the sample. 

Brentano geometry where F is the X-ray source, DS is the divergence scatter slit, 

SS is the soller slit assembly (SS1 on “tube” side, SS2 on detector side). RS is the receiving slit, C is the 

is the radius of the monochromator circle on which RS, C and AS (the detector 

is the radius of the focusing circle. F, S and RS all fall on this circle. The angles are indicated [

Phase identification 

diffraction is one of the most powerful tools for crystalline p

by comparing the positions and intensities of the diffraction 

phase information. Coexisting phases can be identified with a

1 wt.% for similar diffracting powers [40] and quantifi

relative integrated intensity of the peaks. Nevertheless, phases in considerable amounts 

ray beam exits the 

random crystallographic orientation at 

. After the diffraction process, the rays 

a circle centred on the sample. The 

angle between the incident and Bragg diffracted beams is equal to 2θ, whereas the 

Bretano geometry. 

detector mounted on the diffractometer 

source, DS is the divergence scatter slit, 

RS is the receiving slit, C is the 

circle on which RS, C and AS (the detector 

is the radius of the focusing circle. F, S and RS all fall on this circle. The angles are indicated [39]. 

ls for crystalline phase 

comparing the positions and intensities of the diffraction 

can be identified with a 

quantified from the 

phases in considerable amounts 
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may be undetectable when expressive differences in atomic number obscure the peaks 

of lower average Z crystals. Furthermore, fine particles tend to have lower detection 

limits; for instance, it has been shown that while 2 wt.% Ti can be easily detected in Al-

20wt%Ti mixtures when the particle size is in the 26-38 µm range, about 25 wt.% Ti is 

required if the particle size lies in 0.05-1.0 µm range [1]. 

In the current study the method has been employed to detect the presence of 

carbides and oxides in the metal-carbon nanocomposites produced by ball milling. 

 

 

2.1.3.1.6. Crystallite size and strain determination 

 

X-ray diffraction peaks are broadened due to (i) instrumental effects, (ii) reduced 

particle size, and (iii) lattice strain in the material. This means that crystallite size and 

lattice strain can be determined using peak broadening analysis through separation of 

their effects. In this analysis the crystallites are assumed to correspond to coherently 

diffracting domains, which and are not necessarily the same as grains [41]. 

In practice broadening (β) is assessed through the peak width at half the 

maximum intensity determined (βm) by taking into account the calibrated instrumental 

broadening (βi): 

              β=βm-βi     (2.13) 

Crystallite refinement caused by ball milling leads to effective broadening of X-

ray diffraction peaks. However, since the process introduces also considerable strain in 

the processed material the contribution of residual lattice elastic deformation to peak 

broadening may not be negligible. Scherrer equation and the Williamson-Hall method 

have been used to access the two contributions to the peak broadening observed in the 

X-ray diffractograms of the metal-carbon nanocomposites. 
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2.1.3.1.7. Scherrer equation (crystallite size) 

 

Due to the less than infinite size of the crystal, the destructive interference 

conditions for angular deviations around Bragg’s angle are more hardly met, with 

incoherent radiation contributing to the peak intensity. This broadening effect resulting 

from crystallite size is quantified by Scherrer equation.   

Broadening of the diffracted beam from a crystal of finite extent can be derived 

considering a crystal with thickness D perpendicular to planes with a dhkl interplanar 

distance (Figure 2.13 (a)) [34]. If there are m planes then mdhkl=D. Considering a beam 
incident on the whole crystal at the exact Bragg angle for the first order reflection, the path 

difference for the first two planes, labeled 0 and 1, is λ=2dhkl sinθ; while for planes 0 and 2 

the path difference is 2λ=4dhkl sinθ, and so on – so that constructive interference between 

all the planes occurs right through the crystal. If the beam is deviated a small angle ∆θ from 

the exact Bragg angle (Figure 2.13 (b)), for planes 0 and 1 the path difference will be very 

be close to λ and there will still be constructive interference. However, for planes 0 and 2, 0 

and 3, and following, the extra path difference will deviate increasingly from 2λ, 3λ, etc, 

with destructive interference occurring when the path difference is λ/2. 
At the exact Bragg angle θ, the condition for destructive interference for the 

whole crystal is obtained similarly by pairing reflections from planes 0 and (m/2), so 

that (m/2)λ = (m/2) 2dhkl sinθ. The condition for destructive interference at angle (θ+∆θ) 

is given by (m/2)λ + λ/2 =(m/2) 2dhkl sin(θ+∆θ). This is also the condition for 

destructive interference between the next pair of planes 1 and (m/2)+1, and so on 

through the crystal. This equation represents hence the condition for destructive 

interference for the whole crystal and for the angular range ∆θ (each side of the exact 

Bragg angle) of the reflected beam. Expanding the sine term and making the 

approximation cos∆θ=1 and sin∆θ∼ ∆θ results in: 

 

(m/2) λ + λ/2 = (m/2) 2dhkl sinθ + (m/2) 2dhkl cosθ ∆θ (2.14) 

Cancelling the (m/2) λ and (m/2) 2dhkl sinθ and replacing mdhkl by D, originates Scherrer 

equation: 

    2∆ = 
		or  = 	

	   (2.15) 



 

where D is the crystallite size, 

Bragg angle and K or Scherrer factor is a dimensionless constant that 

particle shapes and may range from 0.89 

where every point on the lattice emits a spherical wave, numerical calculations yield the 

lower bound of 0.89 for  K

equal to 2∆θ. Figure 2.14 (

which is broadened over an angular range 2

Figure 2.13. Bragg reflection from a crystal of 

and (b) at a small deviation fro

incident and reflected beams from successive planes 0,1,2,3… (

lowest plane) [34]. 

 

Broadening can be rep

reciprocal lattice point to a node of finite size which,

reflecting sphere over this angular range

accessed from the highest 

than 100 nm appreciable broadening in 

equation yields precise results. For larger 

should not be used [1,43].  
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is the crystallite size, λ is the wavelength of the X-radiation used

or Scherrer factor is a dimensionless constant that 

may range from 0.89 to 1.39. For a perfect two-dimensional lattice, 

where every point on the lattice emits a spherical wave, numerical calculations yield the 

K  [42], which has been used in this work. β is approximately

e 2.14 (a) shows a diffracted beam (angle 2θ to the direct beam) 

which is broadened over an angular range 2β~4∆θ.  

Bragg reflection from a crystal of thickness D. The crystal is (a) at the exact Bragg angle 

and (b) at a small deviation from the exact Bragg angle i.e. angle (θ+∆θ). The arrows represent the 

incident and reflected beams from successive planes 0,1,2,3… (m/2) (half-way down) and … 

roadening can be represented in the Ewald sphere as the extension of the 

oint to a node of finite size which, as the crystal rotates, intersects the 

reflecting sphere over this angular range (Figure 2.14 (b)). This effect is usually 

ighest intensity peak to maximize accuracy. For particle size 

appreciable broadening in X-ray diffraction lines will occur

equation yields precise results. For larger crystals, the method is rather insensitive and 

 

radiation used,θ is the 

or Scherrer factor is a dimensionless constant that accounts for 

dimensional lattice, 

where every point on the lattice emits a spherical wave, numerical calculations yield the 

is approximately 

to the direct beam) 

 
. The crystal is (a) at the exact Bragg angle θ 

). The arrows represent the 

way down) and … m (the 

the extension of the 

as the crystal rotates, intersects the 

This effect is usually 

particle size less 

ray diffraction lines will occur and Scherrer 

, the method is rather insensitive and 



 

Figure 2.14. (a) Broadened Bragg peak arising from a crystal of finite dimension. 

angular 2θ scale is measured in relation to the direct and reflected beams

construction for a broadened reflected beam,

the reciprocal lattice node [34].  

 

 

 

2.1.3.1.8 Williamson

 

Scherrer equation attributes 

taking into account microstrain

the two effects: 

 

         

where βm and βi have been defined

crystallite finite size depends

strain (ε), which is the variation in plane spacing

differentiating Bragg’s law 

 

Hence the total broadening is:

 

   	 =
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roadened Bragg peak arising from a crystal of finite dimension. β is equal to 

scale is measured in relation to the direct and reflected beams. (b) The Ewald reflecting sphere 

broadened reflected beam, where β corresponds to an extension proportional to 

 

Williamson-Hall method (crystallite size and strain)

attributes peak broadening exclusively to crystal size, n

taking into account microstrain. The Williamson-Hall approach [44] enab

 β=βsize +βstrain =  βm-βi   

have been defined in Equation 2.13. Broadening

depends on 1/cosθ (Eq. 2.15), while broadening resulting from 

variation in plane spacing (∆d/d), can be 

 [37,45]: 

∆	
 =  ∆			

 =  	
 																													

the total broadening is: 

= 	
 	

∆	
 , i.e., 	 = 	

  	2	|ε| 

 
is equal to 2∆θ. The 

(b) The Ewald reflecting sphere 

proportional to 1/D of 

(crystallite size and strain) 

to crystal size, not 

enables to separate 

 (2.16) 

roadening resulting from 

broadening resulting from 

can be determined by 

			  (2.17) 

  (2.18) 
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where D, λ, β, K and θ have been defined for Equation 2.15. In the Williamson-Hall 

method, (βm−βi) cosθ is plotted against 2sinθ. Thus from a linear extrapolation the 

intercept yields the particle size and the slope reflects strain [39]. In order to increase 

accuracy, the largest number of peaks is generally employed in the fitting. 

 
 

2.1.3.1.9 Precise lattice parameter determination 

 

Lattice parameters can be determined from PXRD data through the central 

position of each diffraction peak. However, in order to obtain correct values the 

geometry of diffraction requires the specimen to lie at the center of the focusing circle 

(see Figure 2.12), and the detector to remain in the focal circle so that the spread of the 

diffracted beam is minimized. Incorrect alignment of the diffractometer and/or 

misplacement of the specimen on the diffractometer goniometer are common errors that 

influence the determination of d and hence the lattice parameter value. Moreover, even 

with perfect alignment the diffraction signal originates from a region beneath the 

specimen surface, and not from the surface itself, which results in an error in the 

apparent diffraction angle.  

An apparent shift at the detector of hcosθ corresponds to an ∆θ error in 

diffraction angle (Figure 2.15) [46]: 

    ∆ = h
R

                  (2.19) 

where R is the radius of the goniometer circle and h is the specimen shift. Bragg’s law 

differentiation (Eq. 2.17) suggests that when θ is brought as much as possible close to 

90º, the fractional error in d as denoted by ∆d/d, equivalent to resolution, approaches 

zero, so that the use of diffraction peaks as close to the value of 2θ =180º results in 

highest precision of lattice parameter determination [47]. Thus, substituting Equation 

2.19 into Equation 2.17, the shift effect in lattice parameter is given by: 

     	∆ = h

R

       (2.20) 

Measuring at 2θ =180º is physically impossible and extrapolation methods are 

usually employed, based on the systematic trend of the lattice parameter values obtained 

from a series of different Bragg peaks. In the cubic system the lattice parameter (a) is 



 

determined from each peak 

method the a values are plotted against

assumed, and for the a val

penetration depth effects are eliminated

cos2θ  instead of the function

uses the relationship given by

straighter lines for cubic systems

In addition, a standard substance

the sample of interest, acting as an 

widely used as “internal standard”

The lattice parameter of a material is sensitive to its chemical composition, being 

reasonably linearly-dependen

close-packed structures (Vergard’s law) [

The Nelson–Riley extrapolation method 

have been employed in the cur

which has been used to establish the ext

through Vergard’s law.  

 

 

Figure 2.15. Diffraction signal originating
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from each peak with  = √
  [46]. In the simplest extrapolation 

values are plotted against cos2θ/sinθ (see Eq. 2.20). A

value at the y-intercept (θ=90º) the specimen shift

are eliminated [46]. The Cohen extrapolation method utilizes 

of the function defined in Equation 2.20. The method of Nelson

given by ∆ ∝ 
 


 


 , which in practice 

cubic systems [46].  

a standard substance of known lattice parameter can be 

acting as an internal calibration. High-purity silicon powder is 

as “internal standard” to eliminate systematic errors [47] 

lattice parameter of a material is sensitive to its chemical composition, being 

dependent on the atom fraction of solute for metallic alloys with 

packed structures (Vergard’s law) [46].  

Riley extrapolation method and Si powder as an internal standard 

have been employed in the current study for precise lattice parameter determination

establish the extent of carbon dissolution in the

originating from below the focusing plane (sample surface)

In the simplest extrapolation 

A straight line is 

90º) the specimen shift and X-ray 

The Cohen extrapolation method utilizes 

hod of Nelson–Riley 

in practice results in 

can be mixed with 

purity silicon powder is 

lattice parameter of a material is sensitive to its chemical composition, being 

t on the atom fraction of solute for metallic alloys with 

as an internal standard 

precise lattice parameter determination, 

ent of carbon dissolution in the metallic matrix 

 
urface) [46]. 
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2.1.3.2 Electron microscopy 

 

When electrons are accelerated up to high energy levels (few tens to hundreds 

keV) and focused on a material, they can scatter or backscatter elastically or 

inelastically, and produce various interactions, source of other signals types such as 

secondary electrons, transmitted electrons, X-rays, Auger electrons and visible light. 

The several signal types generated can be detected to produce images, diffraction 

patterns and electromagnetic spectra in electron microscopy.  

In the present work, general microstructural characterization and local 

crystallographic and elemental analyses of the metal-carbon materials have been carried 

through scanning and transmission electron microscopy and the associated energy 

dispersive spectroscopy. The working principles of these techniques will be briefly 

described in the following sections. 

 

2.1.3.2.1 Scanning electron microscopy  

 

Scanning electron microscopy is a powerful technique capable of producing 

images with resolution around 1 nm. The scanning electron microscope includes a 

source of high-energy electrons (thermoionically emitted from a tungsten or lanthanum 

hexaboride cathode or, alternatively, generated via field emission) which are accelerated 

towards an anode; and a condenser system, composed by electromagnetic lenses to focus 

the electron beam into a fine probe (sized 1 nm to 5 nm) that impinges on the specimen. 

The so-called “objective” lens, the ultimate electromagnetic probe lens, determines the 

resolution attainable by the microscope. Nevertheless, the probe lens is placed above the 

specimen, and has no part in collecting the image signal. The beam passes through pairs 

of scanning coils, which deflect the beam horizontally and vertically (see Figure 2.16) so 

that it scans in a raster fashion over a rectangular area of the sample surface.  

In the case of bulk samples, when the primary electron beam is focused on the 

material, the electrons lose energy by recurrent scattering and absorption within a 

teardrop-shaped volume of the specimen known as the interaction volume, which 

extends from less than 100 nm to around 5 µm into the sample. The size of the 

interaction volume (see Figure 2.17) depends on the beam accelerating voltage, the 

atomic number of the specimen and its density. Secondary electrons (SE) are defined as 



 

electrons emitted from the specimen with energy less than 50 eV, and are generally 

produced as a result of interactions between energetic primary

bound conduction electrons in the sample

electrons is their shallow sampling depth (see

low kinetic energy with which they are formed

Thornley detector which is a type of 

resulting signal is rendered into a two

viewed and saved as a digital image

number of electrons reaching the detector. If the beam enters the sample perpendicularly 

to the surface, then the activated region is uniform about the axis of the beam and a 

certain number of secondary electrons "escape" from within the sample. As the angle of 

incidence increases, the "escape" distance of one side of the beam will decrease, and 

more secondary electrons will be emitted. Thus steep surfaces and edges tend to be 

brighter than flat surfaces 

dimensional appearance. The SE signal allows spatial resolutions of less than 1 nm.

 

Figure 2.16. Diagram of a scanning electron microscope
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electrons emitted from the specimen with energy less than 50 eV, and are generally 

produced as a result of interactions between energetic primary electrons and weakly 

bound conduction electrons in the sample. An important characteristic of secondary 

electrons is their shallow sampling depth (see Figure 2.17), a direct consequence of the 

low kinetic energy with which they are formed [49]. SE are detected by an 

which is a type of scintillator-photomultiplier device

resulting signal is rendered into a two-dimensional intensity distribution that can be 

igital image. The brightness of the SE signal depends on the 

number of electrons reaching the detector. If the beam enters the sample perpendicularly 

to the surface, then the activated region is uniform about the axis of the beam and a 

econdary electrons "escape" from within the sample. As the angle of 

incidence increases, the "escape" distance of one side of the beam will decrease, and 

more secondary electrons will be emitted. Thus steep surfaces and edges tend to be 

 resulting in topographical images with well

dimensional appearance. The SE signal allows spatial resolutions of less than 1 nm.

iagram of a scanning electron microscope [48]. 

electrons emitted from the specimen with energy less than 50 eV, and are generally 

electrons and weakly 

. An important characteristic of secondary 

), a direct consequence of the 

. SE are detected by an Everhart-

device, and the 

dimensional intensity distribution that can be 

SE signal depends on the 

number of electrons reaching the detector. If the beam enters the sample perpendicularly 

to the surface, then the activated region is uniform about the axis of the beam and a 

econdary electrons "escape" from within the sample. As the angle of 

incidence increases, the "escape" distance of one side of the beam will decrease, and 

more secondary electrons will be emitted. Thus steep surfaces and edges tend to be 

well-defined, three-

dimensional appearance. The SE signal allows spatial resolutions of less than 1 nm. 

 



51 
 

 
 
Figure 2.17. Interaction volume with indication of signal origin [49]. 
 

 

Backscattered electrons (BSE) are high-energy electrons and can escape from a 

much larger volume than SE (see Figure 2.17). The signal intensity will depend on the 

average atomic number of the specimen but is almost independent of topography. BSE 

images have lower spatial resolution than SE images due to their larger volume of origin, 

but show contrast between areas with different chemical composition, since the signal 

intensity increases with the local atomic number of the sample. The average energy of the 

backscattered electrons is of the same order of magnitude. The number of BSE leaving 

the sample surface upward might be significantly lower than those that follow trajectories 

toward the sides. Additionally, in contrast with the case of secondary electrons, the 

collection efficiency of backscattered electrons cannot be significantly improved by a 

positive bias (common on Everhart-Thornley detectors) due to their high kinetic energy. 

As a result, a detector positioned on one side of the sample has low detection efficiency 

for BSE due to the limited solid angle. The use of a dedicated backscattered electron 

detector above the sample in a "doughnut" type arrangement, with the electron beam 

passing through the hole of the doughnut, greatly increases BSE collection. 

 

2.1.3.2.2 Transmission electron microscopy 

In transmission electron microscopy a beam of electrons, focused by multiple 

electromagnetic lenses, is transmitted through a specimen. The lens system is designed 

to eliminate stray electrons as well as to control and focus the electron beam. The 

electrons that have passed through the sample can be collected either by means of a 

fluorescent screen/photographic film or a charge coupled device (CCD) camera. The 

technique is able of achieving resolutions of less than 0.1 nm. 
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A transmission electron microscope consists of two or three condenser lenses that 

focus the electron beam on the sample; an objective lens to form the diffraction pattern in 

the back focal plane and the image of the sample in the image plane; and some 

intermediate and projection lenses to magnify the image or the diffraction pattern on the 

screen, film or CCD (Figure 2.18). The optical system of a TEM is shown in Figure 2.19. 

 
 
Figure 2.18. Diagram of a transmission electron microscope [50]. 
 

The objective lens generates simultaneously the diffraction pattern and the first 

intermediate image. Figure 2.19 shows that the ray paths are identical until the 

intermediate lens, where the field strength is changed, depending on the desired 

operation mode. Higher field strength (shorter focal length) is used for imaging, 

whereas weaker field strength (longer focal length) is used for diffraction. A crystalline 

material interacts with the electron beam mostly by diffraction rather than absorption. 

The intensity of diffraction depends on the orientation of the planes of atoms in the 

crystal relative to the electron beam; at certain angles the electron beam is strongly 

diffracted, while at other angles the beam is largely transmitted. This is the most 

common contrast generation mechanism in imaging of crystalline materials and the 

microscope is often equipped with a specimen holder that allows the user to tilt the 

specimen to a range of angles in order to obtain specific diffraction conditions. An 

aperture placed below the specimen (objective aperture in Figure 2.19) allows the user 

to select specific diffracted beams to form the specimen images. 



 

Figure 2.19. Optical system of TEM
 

Bright-field mode (BF) (

contrasted images in most observations. Under this mode, an objective aperture is 

inserted into the back focal plane of the objective lens, the same plane at which the 

diffraction pattern is formed, just below the sample. The a

transmitted electrons to contribute for the bright

diffracting regions present thus 

positioning the objective aperture around a specific diffracted

beam is allowed to form the image (

diffracting regions appear bright in a dark background. In order to minimize lens 

aberrations under dark-field, the incident beam is usually deflecte

that the diffracted beam is aligned along the optical axis of the instrument resulting in 

axis dark-field imaging (Figure 
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Optical system of TEM:  (a) diffraction mode and (b) imaging mode [51]

field mode (BF) (Figures 2.20 and 2.19 (b)) is commonly used to obtain 

contrasted images in most observations. Under this mode, an objective aperture is 

inserted into the back focal plane of the objective lens, the same plane at which the 

diffraction pattern is formed, just below the sample. The aperture only allows 

transmitted electrons to contribute for the bright-field image, where intensively 

thus dark contrast. Off-axis dark-field images are obtained by 

aperture around a specific diffracted beam, so that only this 

beam is allowed to form the image (Figure 2.21(a)). In this case, the intensively 

diffracting regions appear bright in a dark background. In order to minimize lens 

field, the incident beam is usually deflected along the optic axis, so 

that the diffracted beam is aligned along the optical axis of the instrument resulting in 

field imaging (Figure 2.21(b)). 

 
]. 

) is commonly used to obtain 

contrasted images in most observations. Under this mode, an objective aperture is 

inserted into the back focal plane of the objective lens, the same plane at which the 

perture only allows 

field image, where intensively 

field images are obtained by 

beam, so that only this 

(a)). In this case, the intensively 

diffracting regions appear bright in a dark background. In order to minimize lens 

d along the optic axis, so 

that the diffracted beam is aligned along the optical axis of the instrument resulting in on-



 

Figure 2.20. Bright-field mode of imaging
 

Figure 2.21. (a) Off-axis dark field mode 

(minimization of lens aberrations

 
 

Crystallographic information from a defined region 

selected area diffraction (SAD)

beam contributing to the diffraction pattern by the insertion of an aperture 

diaphragm) into the image plane of the objective lens

produces a virtual diaphragm in the plane of 

diffraction pattern. 

Alternatively, diffraction patterns can be obtained by focusing the electron beam 

with the condenser lenses to obtain a small spot size on the object (2

diffraction mode, called mi
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field mode of imaging [52]. 

axis dark field mode (higher aberrations) and (b) On-axis dark field mode 

inimization of lens aberrations) [52]. 

information from a defined region can be accessed through 

elected area diffraction (SAD), which reduces both the area and the 

diffraction pattern by the insertion of an aperture 

into the image plane of the objective lens (Figures 2.19 (a)

produces a virtual diaphragm in the plane of the specimen and results

Alternatively, diffraction patterns can be obtained by focusing the electron beam 

with the condenser lenses to obtain a small spot size on the object (2-10 nm). Under this 

microdiffraction, diffraction spots become disks whose radii 

 
axis dark field mode 

can be accessed through 

the intensity of the 

diffraction pattern by the insertion of an aperture (selected area 

(a) and 2.22). This 

and results in a sharp 

Alternatively, diffraction patterns can be obtained by focusing the electron beam 

10 nm). Under this 

crodiffraction, diffraction spots become disks whose radii 



 

depend on the condenser diaphragm size. 

be obtained from nanometric regions.

SAD and microdiffraction patterns enable to determine the symmetry of 

crystalline lattices and therefore to identify specific phases in the microstructure.

Figure 2.22. Ray diagram showing SAD

results in the creation of a virtual ape

specimen plane). Only electrons falling inside the dimensions of the virtual aperture

surface of the specimen will be allowed through into the

All other electrons will hit the SAD diaphragm [

 

Spot patterns are generated

region, with the central spot correspond

diffracted beams. The spots are 

geometric relationship in reciprocal space represented in F

   

In TEM the diffraction angle

2.21 into Bragg’s law (Eq. 

where d and λ have been defined in Eq

transmitted beam and a specific
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depend on the condenser diaphragm size. In this case crystallographic information can 

be obtained from nanometric regions. 

SAD and microdiffraction patterns enable to determine the symmetry of 

talline lattices and therefore to identify specific phases in the microstructure.

Ray diagram showing SAD pattern formation: the insertion of an aperture in the

a virtual aperture in the plane of the specimen (shown here slightly above the 

plane). Only electrons falling inside the dimensions of the virtual aperture

surface of the specimen will be allowed through into the imaging system to contribute to the SAD pattern. 

SAD diaphragm [51]. 

generated when electrons are diffracted in a single crystal 

spot corresponding to the transmitted beam and the o

he spots are indexed with a combination of Bragg

eciprocal space represented in Figure 2.23: 

  2 = R
L
                      

diffraction angles are small and θ~sinθ~tanθ, and substituting E

. 2.11):  

   Rd = λL     

and λ have been defined in Equation 2.11, R is the distance

specific diffraction spot and L, known as the camera length

In this case crystallographic information can 

SAD and microdiffraction patterns enable to determine the symmetry of 

talline lattices and therefore to identify specific phases in the microstructure. 

 
an aperture in the image plane 

ecimen (shown here slightly above the 

plane). Only electrons falling inside the dimensions of the virtual aperture at the entrance 

imaging system to contribute to the SAD pattern. 

when electrons are diffracted in a single crystal 

beam and the other to 

combination of Bragg’s law and the 

               (2.21) 

substituting Equation 

  (2.22) 

distance between the 

, known as the camera length, 



 

defines the diffraction pattern magnification, and represents the 

sample and the photographic

Ring patterns are created when electron diffraction occurs simultaneously from 

many grains with different orientations relative to the incident electron beam. The radii 

and spacing of the rings are also governed by 

represents each ring radius.

Figure 2.23. Diffracted and transmitted

. 

 

2.1.3.3   Energy dispersive 

  

 EDS is an analytical technique that uses 

bombarded by energetic electrons to identify

convenience of EDS spectrometer

acknowledged: these instruments are intrinsically equ

lenses to create and focus a beam of high

constituted by a continuous background and peaks characteristic of the elements present 

in the material. The X-ray generative principle was previously described in 

The energy dispersive 

components: beam source, 

A Si(Li) detector converts the energy of each
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defines the diffraction pattern magnification, and represents the distance

photographic film or CCD camera. 

created when electron diffraction occurs simultaneously from 

many grains with different orientations relative to the incident electron beam. The radii 

ng of the rings are also governed by Equation 2.22 where in this case 

represents each ring radius. 

Diffracted and transmitted beam paths [53]. 

nergy dispersive X-ray spectroscopy  

is an analytical technique that uses X-rays emitted from the specimen when 

bombarded by energetic electrons to identify its elemental composition. The 

EDS spectrometers association with electron microscopes

acknowledged: these instruments are intrinsically equipped with a cathode

lenses to create and focus a beam of high-energy electrons. An EDS spectrum is 

y a continuous background and peaks characteristic of the elements present 

generative principle was previously described in 

energy dispersive X-ray spectrometer comprehends the following 

components: beam source, X-ray detector, pulse processor and analyzer (

s the energy of each X-ray photon into a voltage

this information is sent to a processor to produce an electrical

distance between the 

created when electron diffraction occurs simultaneously from 

many grains with different orientations relative to the incident electron beam. The radii 

2.22 where in this case R 

 

s emitted from the specimen when 

its elemental composition. The 

electron microscopes is widely 

cathode and magnetic 

An EDS spectrum is 

y a continuous background and peaks characteristic of the elements present 

generative principle was previously described in 2.1.3.1.3. 

comprehends the following 

detector, pulse processor and analyzer (Figure 2.24). 

voltage signal of 

to produce an electrical pulse of 
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specific amplitude and width, which is passed onto an analyzer that sorts the emitted X-

rays in function of their energy for data display and analysis.  

 
 
Figure 2.24. Energy dispersive X-ray spectrometer in an electron microscope [54]. 
 
 

 The analysis of EDS spectra is based on the link between the elemental 

fractions present in the sample and the generated intensity of the characteristics peaks. It 

requires therefore background removal and peak deconvolution before determination of 

integrated intensities. In standardless or semi-quantitative analysis, the dependence of 

the ionization cross section on the atomic number is theoretically considered, as well as 

other matrix effects, such as absorption and fluorescence. Alternatively, standards with 

known composition cst are used and the concentration ci of an i element can be inferred 

from the peak intensity ratio Ii /Ist : 

 

      ci/cst= K Ii/Ist      (2.23) 

where Ii is the peak intensity measured in the sample and the Ist is the peak intensity for 

the i element in the standard. K is the correction factor that includes the three matrix 

effects [55]. 
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The relative errors associated with the ZAF corrections in standardless analysis 

are about 10%, while when standards are used the results are quantitative. Nevertheless, 

due to the ease of use, standardless analysis is universally employed for rapid elemental 

assessment.  

 

2.1.3.4   Particle-induced X-ray emission spectrometry  

As with EDS, PIXE utilizes the X-ray generative principle previously described in 

2.1.3.1.3. The difference between both techniques is the mechanism by which the inner 

shell electron is emitted. In EDS, an incident focused electron beam is employed, while 

for PIXE analysis, collimated ion beams are used. For an efficient electron shells 

ionisation, the particle energy must be greater than the ionisation potential of the electron, 

and the velocity of the particle must match the velocity of the electron in its orbital. 

Proton sources are commonly used in PIXE experiments, and since protons are 

about 1836 times more massive than electrons, greatly less deceleration is obtained, and 

therefore much weaker Bremsstrahlung emission is induced. The continuous 

Bremsstrahlung radiation is reduced in PIXE spectra by a factor of about 100 relatively 

to the equivalent EDS experiments, resulting in lower background and sharper X-ray 

characteristic peaks. The induced X-ray emission is quite isotropic while 

Bremsstrahlung radiation is maximized along the direction perpendicular to the incident 

beam axis, and the detection geometry of the experimental apparatus is commonly 

optimized in order to improve the sensitivity of the technique, which typically is of the 

order of ppm for most elements (the reported sensitivities of the technique are 10–20 

ppm for Na to Cl and 1–10 ppm for Ca and heavier elements [56]).  

In a PIXE spectrometer, a finely collimated proton beam is produced by an ion 

accelerator, and hits perpendicularly the sample. X-ray absorber filters can be 

positioned in front of the X-ray detector, which typically is of Si(Li)-type, to attenuate 

dominant peaks of lower energy, allowing for greater trace sensitivity for heavier 

elements. Thin absorber foils can be also used to avoid the formation of lattice defects 

in the detector crystal caused by the incidence of protons scattered from the sample 

surface. The use of an internal Faraday cup is not a requirement, however it provides 

secondary electron suppression, measuring and controlling of the relative number of 

protons that strikes the sample (see Figure 2.25). For data analysis, an interactive 
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software package is normally used to convert raw spectral data into elemental 

concentrations [57]. 

The technique has been employed in the present work to precisely quantify the 

contamination arising from the milling media and incorporated in the milled metal-

carbon nanocomposites. 

 
Figure 2.25. PIXE set-up [58].  

 

2.1.3.5  Raman spectroscopy 

Raman spectroscopy is used to investigate the way in which radiation is 

inelastically scattered by a sample. When the light source (usually in the form of a laser) 

is focused on a substance most of the beam energy is scattered inelastically: the 

molecules of the substance are excited to a virtual electronic state and immediately fall 

back to their original state by releasing a photon. The laser beam used may be in the 

near-UV, visible or near-infrared regions of the spectrum [59].  

The Raman effect is based on molecular deformations induced by the electric 

field determined by molecular polarizability:  the laser beam can be considered as an 
oscillating electromagnetic wave with electrical vector E, and upon interaction with the 

sample it induces electric dipole moment which deforms periodically the molecules (Eq. 

2.24) [60].  

    P =  αE      (2.24) 

where α is the molecular polarizability and P is the electric dipole moment. 

In other words, the laser light with frequency υ0 excites molecules and 

transforms them into oscillating dipoles, which emit light of three different frequencies: 
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(i) A molecule with no Raman-active modes absorbs a photon and returns back 

to the basic vibrational state by emitting light with υ0 frequency. This type of interaction 

is called elastic Rayleigh scattering. 

(ii) Upon absorption of a photon, a Raman-active molecule, which at the time of 

interaction is in the basic vibrational state, starts vibrating with characteristic frequency 

υm and amplitude (nuclear displacement). Part of the photon’s energy is transferred to 

the Raman-active mode with frequency υm and the frequency of the resulting scattered 

light is reduced to υ0 - υm, called Stokes frequency  

(iii) Upon absorption of a photon, a Raman-active molecule, which at the time of 

interaction is already in the excited vibrational state, releases the excess energy when 

returning to the basic vibrational state and the frequency of the resulting scattered light 

is υ0 + υm., called AntiStokes frequency. 

About 99.999% of all incident photons in spontaneous Raman undergo elastic 

Rayleigh scattering, which is useless for practical purposes of molecular 

characterization. Only about 0.001% of the incident light produces inelastic Raman 

signal with frequencies υ0 ± υm [61]. 

The difference in energy between the incoming and scattered photon (Raman 

shift) corresponds to the energy difference between vibrational energy levels of the 

molecule (Figure 2.26). The different vibrational modes of a molecule can therefore be 

identified by recognizing Raman shifts (or ‘bands’) in the inelastically scattered light 

spectrum.  

A Raman system typically consists of four major components: the excitation 

source (laser), the sample illumination system and light collection optics, the 

wavelength selector (filter or spectrophotometer), and the detector. The scattered light is 

collected with a lens and is sent through an interference filter or spectrophotometer to 

produce a Raman spectrum. It should be noticed that Raman scattering is effective for 

covalent bonds, and very weak for ionic and metallic bonds [61]. 

In the present work Raman spectroscopy was used to characterize the phase 

transformations occurring in the carbon phases during the ball milling operation in the 

presence of metal atoms and during the subsequent annealing treatments. 



 

Figure 2.26. Energy level diagram

Stokes and Stokes Raman scattering
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diagram representing the elastic Rayleigh scattering and the inelastic anti

Stokes and Stokes Raman scattering [62].  
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      H =
F
     (2.26) 

A variety of indenter geometries are available, and the most commonly used, the 

Vickers indenter, consists of a diamond four-sided square based pyramid with an angle 

of 136º between opposite faces. The Vickers hardness number (HV) is determined 

through Equation 2.26, using:  

 A = d	

	( )    (2.27) 

where d is the arithmetic mean of the indentation diagonal lengths in millimeters [75]. 

For F in kgf:  

                                 HV = 	( )	

d
= .

d
    (2.28) 

Since the size of the geometrically similar indentation increases linearly with the 

load, the Vickers hardness number is reasonably independent of the load applied (an 

exception worth mentioning is the indentation size dependence observed for the low 

loads used in nanoindentation [75-77]). In consequence, Vickers hardness is a versatile 

mechanical characterization method for parts of various thickness and size [75].  

There is a straightforward correlation between the materials hardness, as given 

by the Vickers number, and the yield stress, a fundamental mechanical property of the 

material, known as the Tabor factor [78]. 

Since the indenter surface is not parallel to the sample surface, the stress state 

generated during indentation is complex. The problem can be treated in two dimensions 

assuming a plane strain state [79,80]. In these conditions, according to the Huber-Mises 

criterion, plastic deformation occurs when the maximum shear stress reaches a critical 

value, k, [79,80], so that: 

2k = 1.15       (2.29) 

where σ is the yield stress. The slip-line field theory can then be used to define the 

pattern of plastic flow around the Vickers indenter [81] (see Figure 2.27), and the 

estimated pressure normal to the surface of the indenter (P) is:  

     P = 	2k(1  
2)     (2.30) 

Replacing Equation 2.29 into 2.30, results in: 

P = 
√ 1 


~2.96    (2.31) 
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The Vickers hardness number is related to the applied pressure through:  HV = 

0.927 P, as 0.927 is the ratio of the area of the base of the pyramid (the projected area) 

to the area of the sides of the pyramid (contact area). Considering Equation 2.31, the 

Tabor stated the following relationship [75]: 

HV = 2.74σ      (2.32) 

 
Figure 2.27. Slip-line field produced by a Vickers indenter [80]. 

   

2.1.3.7   Differential thermal analysis 

In differential thermal analysis the material under study and an inert reference 

are submitted to identical thermal cycles, while recording the temperature difference 

between them, which is derived from the voltage difference between the sample and the 

reference thermocouples and is then plotted against time or temperature. Phase 

transformations occurring in the samples, either exothermic or endothermic, can be 

detected relative to the inert reference. The minimum temperature difference detectable 

is typically 0.01 K [82]. 

 The DTA equipment (Figure 2.28) comprises a pair of crucibles, thermocouples, 

furnace, temperature programmer and a recording system. The temperature programmer 

is essential in order to obtain constant heating rates, and the furnace should provide a 

stable and sufficiently large hot-zone and must respond rapidly to commands of the 

temperature programmer. The crucibles are supported by a pair of vertical 

thermocouples (differential thermocouple). The differential thermocouple output (heat 

flow in micro-volts or differential temperature) is displayed on a PC monitor as a 

function of time or temperature. High purity alumina is a standard DTA crucible 



 

material. Zirconia and yttria crucibles

apparatus works under inert gas, such 

 

Figure 2.28. Diagram of a DTA furnace
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curve derivative. On heating, melting requires

is endothermic, whereas on cooling, freezing

exothermic. A similar interpretation is used for any other phase 

occurring during the thermal cycle. Larger sample masses produce larger peak

(deflection from the baseline) 

masses also delay the temperature at which the signal returns to t

detection of closely spaced thermal events more difficult. Sample shape is also a 

significant factor to take into account since the thermal contact area between the sample 

and the cup will change during the melting process
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Institute as NanoAmando Hard Hydrogel, with a water content of 21.5% and a nominal 

average particle diameter of 5.0 

investigation has shown that each nD particle presents in fact multiple 4

enveloped by graphite-like layers

the Hard Hydrogel for 4 h at 338 K
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material. Zirconia and yttria crucibles can be used for highly reactive metals

apparatus works under inert gas, such as helium or argon. 

DTA furnace [84]. 

temperature of a transformation is usually inferred from the DTA 

On heating, melting requires an input of heat and the downward peak 

is endothermic, whereas on cooling, freezing releases heat and the upward peak is 

exothermic. A similar interpretation is used for any other phase 

occurring during the thermal cycle. Larger sample masses produce larger peak

(deflection from the baseline) which are therefore more easily detected. However, larger 

temperature at which the signal returns to the baseline, rendering 

closely spaced thermal events more difficult. Sample shape is also a 

significant factor to take into account since the thermal contact area between the sample 

change during the melting process [85]. 

xperimental details 

 particles were purchased from the NanoCarbon Research 

as NanoAmando Hard Hydrogel, with a water content of 21.5% and a nominal 

average particle diameter of 5.0 nm [86,87]. Although a previous high-

investigation has shown that each nD particle presents in fact multiple 4

like layers [88]. Prior to milling, the water was evaporated from 

the Hard Hydrogel for 4 h at 338 K. This operation resulted typically in nD

can be used for highly reactive metals [83]. The 

 

inferred from the DTA 

an input of heat and the downward peak 

releases heat and the upward peak is 

exothermic. A similar interpretation is used for any other phase transformations 

occurring during the thermal cycle. Larger sample masses produce larger peak signals 

are therefore more easily detected. However, larger 

he baseline, rendering 

closely spaced thermal events more difficult. Sample shape is also a 

significant factor to take into account since the thermal contact area between the sample 

NanoCarbon Research 

as NanoAmando Hard Hydrogel, with a water content of 21.5% and a nominal 

-resolution TEM 

investigation has shown that each nD particle presents in fact multiple 4-5 nm cores 

he water was evaporated from 

typically in nD 
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agglomerates with 2–3 µm in size, which were subsequently disintegrated during 

milling [89]. The graphite powder (G) was of synthetic origin with 99.99% of purity, 

had an average particle size of 74 µm, and consisted of a mixture of hexagonal (2H) and 

rhombohedral (3R) phases [90]. Copper powder had 99.95% purity and particle sizes in 

the 44-149 µm range. Nickel powder had 99.9% purity and an average particle size of 

44 µm. Tungsten powder had 99.95% purity and median particle size of 1 µm. 

Milling has been performed in a Retsch PM400 planetary ball mill. DIN 1.4034 

stainless steel mill containers were employed with 10 mm diameter hardened DIN 

1.4034 stainless steel balls. Hardmetal mill containers and 10 mm diameter balls (WC–6 

wt.% Co) have also been used. The containers were evacuated and filled with argon to 

prevent oxidation during the milling operation. 

The heat treatments were carried out by placing the powders directly in silica 

crucibles in an evacuated furnace under an argon atmosphere. 

XRD measurements have been performed with a RIGAKU Geigerflex 

diffractometer fitted with a graphite monochromator, using CuKα radiation. Τhe 

measurements were performed in the 20º–110º 2θ range at 0.01º/s. XRD data analysis 

took into account a calibrated instrumental broadening of 0.11°. The average Cu and Ni 

grain sizes were determined through Scherrer equation using K=0.89 (Scherrer factor), 

and the internal strain effect was accessed through the Williamson–Hall approach [44]. 

Lattice parameters were determined with the Nelson–Riley method [39,47], and the 

results were confirmed using the software package PowderCell [91]. Silicon was 

employed as internal standard material. 

Microstructural observations were carried out after standard metallographic 

preparation by SEM under BSE mode using a JSM 7001F JEOL instrument equipped 

with an Oxford energy dispersive X-ray spectrometer. TEM observations were carried 

out with a Hitachi H8100 microscope equipped with a ThermoNoran light element 

energy dispersive X–ray spectrometer and operated at 200 kV. TEM sample preparation 

involved embedding the as–milled or annealed powders in Gatan G1 epoxy glue, cutting 

discs with 3 mm diameter, grinding to a thickness of 50 µm and subsequent thinning to 

electron transparency by argon ion milling using a Gatan–Duo Mill machine, operating 

at an accelerating voltage of 4 kV, with a 14o incidence angle. The chemically extracted 

carbon phases were directly observed by TEM on 200–mesh copper grids covered with 

formvar.  
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Raman spectroscopy experiments were carried out with a Labram 300 Jobin 

Yvon spectrometer, equipped with a 17 mW He–Ne laser operating at 632.8 nm. The 

laser beam is focused with a 50x Olympus objective lens, whose power is varied with a 

set of neutral density filters of optical densities in the 0.3–2 range. Raw spectra have 

been treated by linear baseline subtraction and intensity normalization [92]. 

Microhardness measurements were performed on large particles present in 

polished metallographic sections of resin-embedded materials. A Shimadzu HMV 2000 

hardness tester has been used to apply a load of 0.245 N for 15 s with a Vickers 

indenter. Average Vickers microhardness values and associated errors were determined 

from 10 measurements. 

Differential thermal analysis has been carried out using a Setaram Setsys 

Evolution 16/18 DTA/DSC with sample masses in the 70-120 mg range. The 

experiments were performed with open alumina crucibles under permanent argon flow 

with heating/cooling rates of 20 K.min-1.  

 

 

2.2.1 Copper-carbon composites 

 

Cu–10nD and Cu–10G composites were prepared by ball milling copper with 10 

at.% C, which corresponds to a volume fraction of 5% for nD and 7% for G.  A Cu-10 

at.% nD mixture has also been milled with 0.1 at.% Cr to produce A Cu–0.1Cr–10nD 

composite. The Cr atomic fraction used has been previously reported in Ref. [93]. Cr 

incorporation was carried out by charging the mill with the suitable proportion of a 

water atomized Cu-2.6 wt% Cr alloy powder [94,95]. 

A DIN 1.4034 stainless steel mill container was charged with 0.020 kg of the 

elemental powder mixture and 0.4 kg of 10 mm diameter hardened DIN 1.4034 stainless 

steel balls. A rotation speed of 400 rpm has been used for milling times of 0.25, 0.5, 1, 

2, 4, and 6 h. The Cu–10nD and Cu–10G nanocomposites milled for 4 h have been 

further annealed for 1h at 773, 873, 973 or 1073 K. The Cu–0.1Cr–10nD mixture has 

been milled for 4 h and subsequently annealed for 1 h at 873 K. As a control, pristine 

nD has also been annealed for 1h at 1073 K. All heat treatments have been carried out in 

a tubular furnace under an argon flow. 

Chemical extraction of the carbon phases was carried out by etching the Cu 

matrix with pure HNO3 under magnetic stirring (1ml HNO3:1g composite). The 
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extracted carbon powder was centrifuged at 3000 rpm with demineralised water and the 

pellets obtained were subsequently dried at 323 K for 24 h. 

Two methods have been tested to consolidate the Cu-carbon nanocomposites: hot 

extrusion and spark plasma sintering: 

• Hot extrusion of a Cu-NbC composite at 873 K resulted in superior 

densification [96], hence the same temperature has been employed in the 

present case. Hot extrusion was performed using an INSTRON tensile 

testing machine, fitted with compression plates. The Cu–10nD material 

milled for 4 h was encapsulated in a pure copper can and extruded with 

MoS2 lubrication through a conical 90º die locally heated by induction. An 

extruded rod with 6 mm diameter was produced with an area reduction ratio 

of 7:1.  

• Regarding SPS, consolidation at 873 K demonstrated to be ineffective in 

avoiding porosity [17], thus a temperature of 1073 K has been selected. The 

Cu–0.1Cr–10nD material milled for 4 h has been exposed to a temperature of 

1073 K under a load of 400 MPa for 3 min. The SPS consolidation has been 

carried out in the National Institute of Advanced Industrial Science and 

Technology (AIST), Tsukuba, in the framework of a scientific collaboration. 

The density of the consolidated materials was determined using Archimedes’ 

principle [97,98]. 

The lattice parameter of the copper matrix was determined using the Cu111, Cu200, 

Cu220, Cu311, Cu400 and Cu420 reflections. The average grain diameter of copper was 

determined through Scherrer equation applied to the highest intensity low angle Bragg’s 

reflection, Cu111. The internal strain effect was determined using the Cu111, Cu200, Cu220, 

Cu311 and Cu222 reflections. 

The average Cu grain and carbon particle sizes were determined from TEM 

micrographs of as–milled and heat treated materials with the method described in ref. 

[99] using the iTEM software package [100]. Due to contrast issues related with the 

small scale of the microstructure and the heavy deformation of the crystallites, the 

average Cu grain diameter has been estimated by measuring grains close to a Bragg’s 

condition (i.e. with a dark contrast). The average carbon particle diameter has been 

determined from the area of particles with clear individual contour assuming a spherical 

shape. 
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Milling media contamination in as–milled materials was evaluated from PIXE 

spectra collected in energy–dispersive mode. The experiments were carried out with 2.0 

MeV proton beams of ~3 µm x 3 µm impinging the samples with perpendicular 

incidence and a Si(Li) detector disposed at 135º relatively to the ion beam direction. A 

50 µm mylar foil was used as absorber layer for protective proposes. The integrated 

intensity of the X–ray peaks and the subsequent quantitative analysis were performed 

with the AXILV3.0 and DATTPIXE software packages [101,102].  

 

2.2.2 Nickel-carbon composites 

Ni–10nD, Ni-20nD, Ni–10G and Ni-20G composites were prepared by ball 

milling nickel with 10 at.% and 20 at.% C, which correspond to volume fractions of, 

respectively, 5 and 11 % for nD and 8 and 17% for G.  

A DIN 1.4034 stainless steel mill container was charged with 0.020 kg of the 

elemental powder mixture and 0.4 kg of 10 mm diameter hardened DIN 1.4034 stainless 

steel balls. Rotation speeds of 200 and 400 rpm and milling times of 0.25, 0.5, 1, 2, 4, 6 

and 8 h have been tested. Annealing treatments have been carried out in a tubular 

furnace under an argon flow for 1h at 973 and 1073 K. Pristine nD has been annealed 

for 1h at 1073 K as a control. Milling media contamination has been assessed with area 

and point EDS analyses. 

For a detailed analysis of the structural changes induced in the carbon-based 

phases, the nickel matrix was chemically dissolved by etching the as-milled and heat-

treated nanocomposites with pure HNO3 (3ml HNO3:1g composite) under magnetic 

stirring for 24h. The extracted carbon powder was centrifuged at 3000 rpm with 

demineralized water and the pellet obtained was subsequently dried at 323 K for 24 h.  

Nickel lattice parameters were determined using the Ni111, Ni200, Ni311, Ni222 , Ni400 and 

Ni331, reflections. The average Ni grain size was determined through Scherrer equation 

applied to the highest intensity low angle Bragg’s reflection, Ni111. The internal strain 

effect was determined using the Ni111, Ni200, Ni220, Ni311 and Ni222 reflections. 
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2.2.3 Tungsten-carbon composites 

W–10nD, W-20nD, W–10G and W-20G composites were prepared by ball 

milling tungsten with 10 at.% and 20 at.% C, which correspond to volume fractions of, 

respectively, 4 and 11% for nD and 6 and 12% for G. A higher nD fraction (40 at.% C, 

corresponding to a volume fraction of 19%), has been selected to evaluate the effect of 

milling energy on carbide formation. Pure milled W has been used as control. 

A cemented carbide (WC–6 wt.% Co) mill container was charged with 0.020 kg 

of pristine powder mixtures and 0.4 kg of 10 mm diameter cemented carbide balls 

(WC–6 wt.% Co). Rotation speeds of 200, 300 and 400 rpm and milling times of 2 and 

4 h have been tested. 

The tungsten matrix has been chemically dissolved to allow for a detailed 

analysis of the structural changes induced in the carbon phase. Chemical extraction has 

been carried out by etching the milled powder with a mixed solution (10 ml solution:1g 

composite) of HF (60 % vol. conc.) and HNO3 (40 % vol. conc.) under magnetic 

stirring. The extracted particles were centrifuged at 3000 rpm with demineralized water 

and the pellet obtained was subsequently dried at 323 K for 24 h.  

DTA measurements for the W-20nD material milled at 200 rpm for 4 h have 

been carried out. Moreover, the W-40nD material milled at 200 rpm for 4 h has been 

consolidated by spark plasma sintering at a temperature of 1073 K and under a load of 

400 MPa for 3 min. 

 

2.2.4 Transformation of nanodiamond into onion-like carbon 

 

For this investigation nD has been milled with 20 at.% of Cu, Ni or W. The 

materials so produced are designated, respectively, as nD(Cu), nD(Ni) and nD(W). A 

DIN 1.4034 stainless steel mill container was charged with 0.020 kg of the elemental 

powder mixture and 0.4 kg of 10 mm diameter hardened DIN 1.4034 stainless steel 

balls. A rotation speed of 200 rpm has been employed and the carbon structural 

modifications have been studied for milling times of 4h. 

Heat exposure has been carried out with DTA experiments up to temperatures 

varying from 1323-1773 K. The carbon phase transition temperatures were determined 

with the derivative curves from DTA data [103].  
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The as-milled and heat-exposed materials have been characterized by XRD and 

Raman spectroscopy. TEM observations have been carried out by depositing the 

materials directly on 200-mesh copper grids covered with formvar.  

In a parallel study the in situ transformation of nanodiamond into onion-like 

carbon within a Ni-10nD composite has been investigated. The composite was prepared 

by milling at 200 rpm for 4h and was subsequently heated up to 1673 K at 20 K.min-1 in 

a DTA experiment. The structural changes induced in the carbon phase have been 

subsequently investigated after extraction of the carbon phase through chemical 

dissolution of the metallica matrix. 
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Chapter 3 – Copper-carbon composites  

 

 

3.1   Introduction 

 

In the present chapter nanodiamond and graphite have been milled with copper to 

produce Cu–10nD and Cu–10G composites. Cr has also been incorporated to produce a 

Cu–0.1Cr–10nD composite. Heat treatments in the 773-1073 K temperature range have 

been performed to evaluate the nanocomposites thermal stability. As–milled composites 

have been consolidated by hot extrusion and spark plasma sintering. Structural changes 

induced by high-energy milling, annealing and consolidation have been investigated by 

X–ray diffraction, electron microscopy and Raman spectroscopy. Contamination in as–

milled materials has been monitored through proton-induced X–ray emission 

spectroscopy and energy dispersive X-ray spectroscopy. The copper matrix has been 

chemically dissolved to allow for a detailed analysis of the structural changes induced in 

the carbon-based phases. The effect of milling time and heat treatment temperature on 

copper grain size has been quantitatively assessed. The strength level and thermal 

stability have been evaluated through microhardness tests. Strengthening mechanisms 

and the load transfer ability to reinforcement particles are discussed. 

 

 

3.2   Results and discussion 

 

Cu–10nD and Cu–10G composites were prepared by ball milling at a rotation 

speed of 400 rpm, a well-established parameter for Cu milling [1-3], for milling times of 

0.25, 0.5, 1, 2, 4, and 6 h. The Cu–10nD and Cu–10G nanocomposites milled for 4 h have 

been further annealed for 1h at 773, 873, 973 or 1073 K. As a control, pristine nD has 

also been annealed for 1h at 1073 K.  A Cu–0.1Cr–10nD mixture has been milled for 4 h 

and subsequently annealed for 1 h at 873 K.  

The present work was focused on the production of metal-carbon nanocomposites 

by ball milling, nevertheless some consolidation work has been carried out in order to 



 

assess the viability of the full processing route.

been consolidated by hot extrusion at 

for 4 h has been consolidated by SPS at 

 

 

 X-rays diffractograms

 

The intense copper reflections, and the corresponding background level, obscured 

the carbon peaks in the XRD data obtained from the Cu

As a result, the structural changes induced in the carbon phases could only be evaluated 

after Cu extraction.  

Figure 3.1 shows diffractograms obtained from

extracted respectively from as

pristine nD and G powders (respectively, (c) and (d)). 

 

Figure 3.1. Experimental X-ray diffractograms 

G (c), and pristine G powders (d). 
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assess the viability of the full processing route. The Cu–10nD material

ot extrusion at 873 K while the Cu–0.1Cr–10nD 

consolidated by SPS at 1073 K. 

rays diffractograms 

The intense copper reflections, and the corresponding background level, obscured 

arbon peaks in the XRD data obtained from the Cu–10nD and Cu

As a result, the structural changes induced in the carbon phases could only be evaluated 

ws diffractograms obtained from nD (a) and G (c) powders

extracted respectively from as-milled Cu-10nD and Cu-10G (4 h) 

G powders (respectively, (c) and (d)).  

ray diffractograms of milled/extracted nD (a), pristine nD (b),

powders (d).   

material milled for 4 h has 

nD material milled 

The intense copper reflections, and the corresponding background level, obscured 

nD and Cu–10G composites. 

As a result, the structural changes induced in the carbon phases could only be evaluated 

(a) and G (c) powders 

(4 h) composites and 

 
of milled/extracted nD (a), pristine nD (b), milled/extracted 
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The α-Fe peaks in Figure 3.1 resulted from milling media contamination, whereas 

Cu2O is likely to have originated from residual oxidation of the original copper powder. 

The peaks at 44o, 75o and 92o in the milled/extracted nD diffractogram (a) can be indexed 

to nD, although the highest intensity peak is convoluted with the α–Fe110 reflection. The 

minor graphite002 peak at 26o in (a) is not present in the diffractogram of the pristine nD 

in (b) although a similar peak has been reported for detonation nanodiamond [4,5]. In the 

case of the milled/extracted G in (c), the broad band suggests extensive amorphization in 

agreement with a report by Shen et al. [6], who demonstrated that a mixture of 

nanocrystalline graphite and amorphous carbon is produced during high-energy milling 

of pure graphite, with higher amorphization occurring for increased milling time. The 

present results point to a preservation of the carbon-based phases during the Cu 

dissolution process, as previously reported by Shao et al. [7]. SEM/EDS analyses showed 

that the remaining Cu after dissolution was below 2 at.% (part of which in Cu2O form). 

The present XRD results demonstrate that, contrarily to the G behavior, nD 

preserves crystallinity during high-energy milling, which to the author’s best knowledge 

has not been described before. 

 
 

Microstructural observations and elemental analysis 

 

Figure 3.2 presents representative microstructures of Cu–10nD (a) and Cu–10G 

(b) composite powders milled for 4 h, together with the microstructures of the same 

materials heat-treated at 873 K (c) and 973 K (d). Figure 3.3 presents representative 

microstructures of the Cu–0.1Cr–10nD powder milled for 4 h (a) and the same material 

heat-treated at 873 K (b). The carbon particles are readily identifiable by the brighter 

contrast resulting from the low atomic number. 

The as–milled microstructures display fine Cu grains with mottled contrast and 

ill-defined boundaries, characteristic of high–energy non–equilibrium states induced by 

intense deformation (Figures 3.2 (a) and (b), and Figure 3.3 (a)). The carbon-rich 

particles, with diameters in the 5–20 nm range, are uniformly dispersed in the metallic 

matrices and are frequently localized at Cu grain boundaries. This phenomenon is 



 

associated with the cold welding processes occurring at the many deformation events that 

produce convolutions and Cu subgrain recombinations [

material (Figure 3.2 (b)) the particles presented higher aspect ratios owing to the intense 

localized deformation imposed on the relatively softer carbon phase. 

nanocomposites exhibited apparent bonding at the Cu/carbon interfaces suggesting a 

potentially efficient load transfer. 

Figure 3.2. Bright–field TEM images of Cu

10nD composites milled for 4 h and heat

contrast regions. The A in (d) indicates a large carbon

 
Table 3.1 shows the content of exogenous elements in the Cu

as-milled materials as determined by proton

energy dispersive X-ray spectroscopy. The chief 

ratio comparable to the Cr/Fe = 0.159 of the DIN 1.4034 stainless steel

media [9]. The overall contam

low taking into account the relatively hi
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associated with the cold welding processes occurring at the many deformation events that 

produce convolutions and Cu subgrain recombinations [8]. In the case of the 

(Figure 3.2 (b)) the particles presented higher aspect ratios owing to the intense 

localized deformation imposed on the relatively softer carbon phase. 

nanocomposites exhibited apparent bonding at the Cu/carbon interfaces suggesting a 

tially efficient load transfer.  

 
field TEM images of Cu–10nD (a) and Cu–10G (b) composites milled for 4

composites milled for 4 h and heat-treated at 873 K (c) and 973 K (d). The a

A in (d) indicates a large carbon-rich region. 

Table 3.1 shows the content of exogenous elements in the Cu–

milled materials as determined by proton-induced X–ray emission spectroscopy and 

ray spectroscopy. The chief impurities are Fe and Cr, present with a 

ratio comparable to the Cr/Fe = 0.159 of the DIN 1.4034 stainless steel

contamination remained below 0.7 wt.%, which

low taking into account the relatively high milling energy employed. Significantly higher 

associated with the cold welding processes occurring at the many deformation events that 

In the case of the Cu–10G 

(Figure 3.2 (b)) the particles presented higher aspect ratios owing to the intense 

localized deformation imposed on the relatively softer carbon phase. Both as–milled 

nanocomposites exhibited apparent bonding at the Cu/carbon interfaces suggesting a 

 

G (b) composites milled for 4 h. Cu–

treated at 873 K (c) and 973 K (d). The arrows indicate low–Z 

–10nD and Cu–10G 

ray emission spectroscopy and 

impurities are Fe and Cr, present with a 

ratio comparable to the Cr/Fe = 0.159 of the DIN 1.4034 stainless steel used as milling 

ination remained below 0.7 wt.%, which can be considered 

gh milling energy employed. Significantly higher 



 

contamination was expected for the 

the carbon allotrope. However, the results demonstrate that

produces minimal wear of the millin

lubrication mechanism [10

0.218, which exceeded the ratio of the milling media 

mill charge. The data presented in Table 3.1 demonstrate that the values obtained by EDS 

are similar to the concentrations established by PIXE

Figure 3.3. Bright–field TEM images of the 

10nD composite milled for 4 h and heat

  
Table 3.1. Milling media contamination of as

 

The heat treatments resulted in modest Cu grain growth in the 

Cu–0.1Cr–10nD composites, with the metallic matrix remaining nanostructured after 

annealing (see Figure 3.2 (c) and Figure 3.3 (b)).

observed for the carbon particles

Condition 

as–milled Cu–10nD 

as–milled Cu–10G  

as–milled Cu–0.1Cr–10nD 
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contamination was expected for the Cu–10nD composites, owing to the high hardness of 

. However, the results demonstrate that, at the nanoscale

produces minimal wear of the milling media, in agreement with a reported self

10]. The Cu–0.1Cr–10nD composite exhibited a Cr/Fe ratio of 

0.218, which exceeded the ratio of the milling media steel due to Cr incorporation in the 

. The data presented in Table 3.1 demonstrate that the values obtained by EDS 

the concentrations established by PIXE. 

field TEM images of the Cu–0.1Cr–10nD composite milled for 4

composite milled for 4 h and heat-treated at 873 K (b). The arrows indicate low

. Milling media contamination of as–milled materials evaluated by PIXE

The heat treatments resulted in modest Cu grain growth in the 

composites, with the metallic matrix remaining nanostructured after 

annealing (see Figure 3.2 (c) and Figure 3.3 (b)). Moderate coarsening 

bon particles. However, for the Cu–10nD composite, a striking 

Fe 
(wt.%) 
PIXE 

Cr  
(wt.%) 
PIXE 

Ca  
(wt.%) 
PIXE 

Ti  
(wt.%) 
PIXE 

(wt.%)

10nD  (4 h)  0.55 0.09 0.01 0.01 

 (4 h)  0.52 0.08 0.01 0.01 

10nD (4 h) 0.55 0.12 - - 

composites, owing to the high hardness of 

at the nanoscale, diamond 

g media, in agreement with a reported self-

composite exhibited a Cr/Fe ratio of 

Cr incorporation in the 

. The data presented in Table 3.1 demonstrate that the values obtained by EDS 

 
milled for 4 h (a) and Cu–0.1Cr–

low–Z contrast regions. 

milled materials evaluated by PIXE and EDS. 

The heat treatments resulted in modest Cu grain growth in the Cu–10nD and 

composites, with the metallic matrix remaining nanostructured after 

Moderate coarsening was also 

composite, a striking 

Cu 
(wt.%) 
PIXE 

Fe 
(wt.%) 
EDS 

99.34 0.47 

99.38 0.71 

99.33 - 
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dispersion in particle size was apparent in the materials treated at the highest 

temperatures (973K and 1073K). These materials exhibited carbon particles with sizes 

comparable to the as–milled ones (see arrows in Figure 3.2 (d)) together with large 

low–Z regions (see A in Figure 3.2 (d)).  

Figure 3.4 presents micrographs of nD (a) and G (c) powders extracted respectively 

from as-milled Cu-10nD and Cu-10G composites. The milled/extracted nD presented 

individual particles with diameters in the 5–20 nm range, whereas a fairly homogeneous 

carbon-based phase was observed for the milled/extracted G. Ring diffraction patterns 

attested for the crystallinity of the milled/extracted nD (c), while the diffuse halo observed 

for the milled/extracted G (d) suggests an essentially amorphous carbon phase. Fe(Cr)–rich 

inclusions were detected in both materials, although they were more discernible in the 

milled/extracted G due to the absence of diffraction contrast in the carbon phase. An α–

Fe(Cr) ring could be indexed in (d). Overlapping with an intense nD reflection (see Figure 

3.1 (a)) hindered the detection of this α–Fe(Cr) ring in (b). 

Figure 3.5 shows micrographs of nD extracted from annealed Cu-10nD composites 

((a) to (d)). Individual particles with diameters essentially in the 5–20 nm range were 

observed for annealing temperatures up to 873 K (Figure 3.5 (a) and (b)). For higher 

annealing temperatures the milled/annealed/extracted materials presented also larger 

particles (Figure 3.5 (c) and (d)) that correspond to regions such as A in Figure 3.2 (d).  

The growth mechanism of the carbon particles in the Cu-10nD composites during 

annealing is worth discussing. At moderate annealing temperatures diamond is very 

stable and small particles are not likely to dissolve in order to incorporate larger ones (a 

similar behavior has been reported for Zirconia dispersoids in a platinum matrix [11]). In 

addition, diamond is not expected to grow under atmospheric pressure. Therefore 

coarsening of nanodiamond through a diffusional Ostwald ripening mechanism could not 

have occurred. On the other hand, at higher annealing temperatures the nanodiamond 

tends to amorphize [12] and this phase transformation facilitates dissolution. The 

observed increase in particle size seems hence to have occurred with amorphous carbon, 

through a precipitate growth regime until C supersaturation in the Cu matrix dropped 

close to its equilibrium value (0 at.%), at which time a coarsening Ostwald ripening 

regime took over. The nD growth phenomenon is thus associated with a phase 



 

transformation, which has operated essentially during the heat treatments at 

1073 K (see Figure 3.5). This 

operation, since pristine (non

with diameters in the 5-20 nm range (Figure 3.5 (e)) that presented essentially the diamond 

structure, as demonstrated by ring electron diffraction patterns

 

 
Figure 3.4. (a) Bright–field TEM image of the 

obtained from a large area similar to (a) 

legend in nm-1). (c) Bright–field TEM image of the 

TEM grid contributed to the Cu peak). (d) Ring 

with integrated radial profile (graphite and 
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, which has operated essentially during the heat treatments at 

. This transformation has been hastened by the prior milling 

operation, since pristine (non-milled) nD powder annealed at 1073 K consisted of particles 

20 nm range (Figure 3.5 (e)) that presented essentially the diamond 

strated by ring electron diffraction patterns (Figure 3.5 (f)).

field TEM image of the milled/extracted nD powder. (b) Ring diffraction

obtained from a large area similar to (a) with integrated radial profile (diamond simulation included with 

field TEM image of the milled/extracted G powder with EDS point analysis (the 

TEM grid contributed to the Cu peak). (d) Ring diffraction pattern obtained from a large area similar to (c) 

radial profile (graphite and α–Fe simulations included with legend in nm

, which has operated essentially during the heat treatments at 973 K and 

transformation has been hastened by the prior milling 

consisted of particles 

20 nm range (Figure 3.5 (e)) that presented essentially the diamond 

(Figure 3.5 (f)). 

 

Ring diffraction pattern 

simulation included with 

G powder with EDS point analysis (the 

pattern obtained from a large area similar to (c) 

Fe simulations included with legend in nm-1). 
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Figure 3.5. Bright–field TEM images of milled/annealed/extracted materials nD: (a) 773 K, (b) 873 K, (c) 

973 K and (d) 1073 K. (e) Pristine nD powder annealed at 1073 K, and (f) ring diffraction pattern obtained 

from a large area similar to (e) with integrated radial profile (diamond simulation included with legend in nm-1). 

 

 

 

 Micro-Raman spectroscopy 

 

 Figure 3.6 shows Raman spectra of milled/extracted and pristine nD (a); 

milled/extracted and pristine G (b); milled/annealed/extracted nD annealed at different 

temperatures (c); and milled/annealed/extracted G annealed at different temperatures (d). 

The spectrum of milled/extracted nD is similar to that of pristine nD showing that 

the material remains stable during high-energy milling. Both spectra in Figure 3.6 (a) 

present a band in the 1150–1200 cm-1 region, a major peak at ~1320 cm-1 and a broad band 

ranging from 1400 to 1700 cm-1. The band at 1150–1200 cm-1 is likely to correspond to 
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Trans-polyacetylene, that exhibits Raman peaks at 1125 cm-1 and 1480 cm-1 [13] and has 

been reported to exist in nD produced by different routes [14–17].In agreement with the 

diffraction studies (see Figures 3.1 (a) and 3.4 (b)), the peak at ~1320 cm-1 corresponds to 

structural sp3 vibrations and the observed downshift (~10 cm-1) is related to phonon 

confinement in nanoscale particles [18,19].The broad band at 1400-1700 cm-1 is probably a 

convolution of a 1480 cm-1 Trans-polyacetylene peak and an sp2 Raman peak originating 

from the outer graphite-like layers that envelope the diamond cores of nD powder [20,21]. 

The spectrum of pristine synthetic graphite powder (Figure 3.6 (b)) presents a 

major peak at 1580 cm-1 (G) and two bands at 1270-1370 cm-1 (D) and 1610–1620 cm-1 

(D’). The milled/extracted G material shows an intense D-band at 1200–1430 cm-1 and 

convoluted G and D’ bands at 1500–1700 cm-1. A single broad asymmetric band 

corresponding to fully amorphous carbon was not observed [6,22]. Nevertheless, the 

Raman spectra evolution indicates that during milling G becomes a mixture of residual 

sp2 clusters with amorphous carbon. 

 
Figure 3.6. Raman spectra of milled/extracted and pristine nD (a) and milled/extracted and pristine G (b). 

Milled/annealed/extracted nD (c) and milled/annealed/extracted G (d) at several annealing temperatures.  
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The Raman spectra of the milled/annealed/extracted nD materials (Figure 3.6 (c)) 

indicate that Trans-polyacetylene evaporates during the heat–treatments (as inferable from 

the absence of bands at ~1125 cm-1 and 1480 cm-1, compare with Figure 3.6 (a)). At the 

highest temperatures, the well defined band at ~1600 cm-1 points to a progressive increase 

of sp2 clusters, furthermore, the 1250–1400 cm-1 signal represents an overlap of the 

diamond and graphite D bands. A well-defined ~1600 cm-1 band appeared at 973 K, a 

lower temperature than the 1173 K [23] and the 1273 K [18] previously reported for 

annealed (pristine) nD. The observed behavior suggests therefore that amorphization of nD 

during annealing is facilitated by the structural defects induced by high-energy milling.  

The Raman spectra of the milled/annealed/extracted G materials (Figure 3.6 (d)) 

remained essentially unchanged with the heat–treatments, except for an upshift of the  

~1600 cm-1 band which is consistent with a higher degree of disorder for the highest 

annealing temperatures. Full graphitization of the amorphous material would require 

temperatures above 2273 K [6]. 

 

 

Consolidated materials  

 

The samples consolidated by hot extrusion at 873 K and by SPS at 1073 K 

exhibited, respectively, a densification of 99% and 96%, as determined by Archimedes’ 

principle. Figure 3.7 shows representative microstructures of the Cu–10nD composite 

milled for 4 h and consolidated by hot extrusion and of the Cu–0.1Cr–10nD composite 

milled for 4 h and consolidated by SPS.  

The presence of pores in the Cu–10nD hot extruded material could not be detected 

by SEM (Figure 3.7 (a)). The absence of porosity was confirmed by TEM observation 

(Figure 3.7 (b)), and the interfaces between the carbon particles and the copper matrix 

pointed to bonding between the two phases. The low-Z contrast carbon particles exhibited 

sizes typically in the 10-50 nm range, showed equiaxed morphologies, were uniformly 

dispersed and were frequently localized at the grain boundaries of the Cu matrix, which 

presented a grain size in the 50–100 nm range (Figure 3.7 (b)). The dynamic 



 

recrystallization processes occurring during hot extrusion induced the 

subgrains, as well as a high number of

The microstructure of the 

showed pure Cu layers at the 

surface layers, which segregated carbon but were able to bond the powder particles

presence of pores, albeit with a low volume fraction could be detected by SEM (Figure 

3.7 (c)). TEM micrographs showed that

particles the metallic matrix

nm range (Figure 3.7 (d)).

the 20-100 nm range, showed 

were frequently localized at grain boundaries

Figure 3.7. (a) BSE SEM image and (b) bright

and subsequently consolidated by hot extrusion

image of the Cu–0.1Cr–10nD material milled for 4 h 

sintering at 1073 K. The arrows in (c) indicate the prior powder boundaries, while in 

the low–Z contrast regions. 

88 

recrystallization processes occurring during hot extrusion induced the 

igh number of twins (Figure 3.7 (b)). 

microstructure of the Cu–0.1Cr–10nD consolidated material (Figure 3.7 (c)) 

pure Cu layers at the prior powder boundaries (ppb): SPS induced melting 

surface layers, which segregated carbon but were able to bond the powder particles

presence of pores, albeit with a low volume fraction could be detected by SEM (Figure 

TEM micrographs showed that in the central regions of the prior powder 

metallic matrix remained nanostructured with Cu grain sizes in the

(Figure 3.7 (d)). The low-Z contrast carbon particles exhibited sizes typically in 

100 nm range, showed equiaxed morphologies, were uniformly

frequently localized at grain boundaries of the Cu matrix (Figure 3.7 (b))

(a) BSE SEM image and (b) bright–field TEM image of the Cu–10nD material milled for 4 h 

and subsequently consolidated by hot extrusion at 873 K. (c) BSE SEM image and (

10nD material milled for 4 h and subsequently consolidated by spark plasma 

The arrows in (c) indicate the prior powder boundaries, while in 

recrystallization processes occurring during hot extrusion induced the presence of 

10nD consolidated material (Figure 3.7 (c)) 

PS induced melting at the 

surface layers, which segregated carbon but were able to bond the powder particles. The 

presence of pores, albeit with a low volume fraction could be detected by SEM (Figure 

in the central regions of the prior powder 

Cu grain sizes in the 100–200 

exhibited sizes typically in 

uniformly dispersed and 

(Figure 3.7 (b)).  

 
10nD material milled for 4 h 

) BSE SEM image and (d) bright–field TEM 

and subsequently consolidated by spark plasma 

The arrows in (c) indicate the prior powder boundaries, while in (b) and (d) indicate 
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Densification is highly dependent on the consolidation route [24,25]. The present 

results demonstrate that high densification is attainable with both consolidation 

techniques, although the porosity level is lower for the former. Furthermore, the 

microstructural heterogeneity observed with SPS, i.e., pure Cu at the ppb and composite 

central regions, is likely to embrittle the materials rendering hot extrusion a preferable 

consolidation method. 

The Cu grain size of the hot extruded material is comparable to the one of Cu–10nD 

milled/annealed material at 873 K (compare Figures 3.2 (c) and 3.7 (b)). The SPS material 

exhibited a bimodal grain size distribution (see Figure 3.7 (d)), which has not been 

detected in the annealed materials. Nevertheless, both consolidation techniques efficiently 

prevented excessive Cu grain grown. In analogy with the Cu–10nD and Cu–0.1Cr–10nD 

annealed materials (Figures 3.2 (d) and 3.3 (b)), the coarsening of carbon particles 

observed in both consolidated materials (Figure 3.7 (b) and (d)) must have involved a 

prior amorphization of nanodiamond [12]. As expected, the composite extruded at 873 K 

exhibited lower carbon coarsening than the material consolidated by SPS at 1073 K as a 

result of the lower processing temperature, especially in view of the fact that at 873 K the 

diamond structure is largely preserved as opposed to 1073 K (see Figure 3.6 (c)). 

 

 

Microstructural stability 

 

Figure 3.8 presents the evolution of the Cu grain diameter (Scherrer equation) 

with milling time for Cu–10nD and Cu–10G composites (a), as well as the evolution of 

the Cu grain diameter (TEM measurements and Scherrer equation) and nD particle 

diameter (TEM measurements) with annealing temperature (respectively, (b) and (c)).  

The Cu grain size decreased considerably with milling time up to 2 h for both 

types of nanocomposites, albeit more effectively for Cu–10nD which showed clear grain 

size stabilization after 2 h of milling (Figure 3.8 (a)). The consistently lower grain sizes 

achieved for Cu–10nD when compared with Cu–10G result from a probable additional 

milling mechanism produced by the hard nD particles that break up copper crystallites at 

a much smaller scale than that of the milling balls. 
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Figure 3.8. (a) Cu grain diameter evolution with milling time in both Cu–10nD and Cu–10G composites 

(XRD data – Scherrer equation). (b) Cu grain diameter in Cu–10nD composites milled for 4 h (TEM 

measurements and XRD data – Scherrer equation) and in Cu–10G composites milled for 4 h (XRD data – 

Scherrer equation) against temperature (1 h annealing). (c) nD particle diameter in Cu–10nD  composites 

milled for 4 h (TEM) against temperature (1 h annealing). The number of grains/particles measured from 

TEM micrographs (n) is indicated above each point with error bars.  
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The apparent overestimation of the Cu grain diameter measured on TEM 

micrographs when compared with the values obtained from Scherrer equation (Figure 3.8 

(b)) is justified by the existence of subgrains and/or defects like twins, since coherency 

domains contribute individually to the average grain size in XRD data and are not always 

clearly distinguishable in TEM images [26]. Nevertheless, as expected, the evolution of 

Cu grain size with temperature in the Cu-10nD composites shows a similar trend with 

both techniques (Figure 3.8 (b)). 

Overall, the results demonstrate a remarkable microstructural thermal stability for 

both the Cu–10nD and Cu–10G composites with copper grain size remaining below 70 

nm after 1 h at 973 K. Considering that the thermal stability of fine grained and 

nanostructured copper is low even at moderate temperatures (for instance, the 50% 

recrystallization temperature of 98% cold rolled 99.999% pure Cu is 360 K [27]), the 

current results demonstrate that the presence of carbon is inhibiting the matrix grain 

growth either through GB pinning by nanoparticles and/or through a solute drag effect 

resulting from GB stabilization by interstitial atoms. Although the solid solubility of C in 

Cu is virtually zero, the particle precipitation/coarsening process implies C diffusion 

through Cu, most probably via GB but also across the matrix. The mobility of the 

interstitial C atoms is indeed expected to be high, however the low equilibrium solubility 

favors solute stabilization at defective sites, contributing for GB pinning. 

The carbon particles dispersed in the Cu–10nD composites evidenced also 

moderate growth with the heat treatments (Figure 3.8 (c)). Figure 3.9 presents the particle 

size distribution for each annealing temperature. The large particles present in the 

materials annealed at 873 and 973 K correspond to large low-Z regions such as A in 

Figure 3.2 (d). These regions contribute heavily to the average diameter increase 

determined for the highest annealing temperatures. Raman spectroscopy demonstrated 

that the observed growth is associated with a phase transformation where nD 

nanoparticles are progressively converted into larger regions of amorphous carbon. 
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Figure 3.9. Histograms of carbon particle size (diameter) measured from TEM micrographs. The total number 

of particles measured (n) and the average diameter (d) are indicated in the legend for each condition.  

 

Figure 3.10 presents the experimental Cu grain diameter (TEM and XRD) as a 

function of carbon particle average radius (TEM) for Cu–10nD, together with the 

expected equilibrium relation as determined from Zener equation [28]. Due to the low 

equilibrium solubility of carbon in Cu [29], f was considered roughly equivalent to the 

pre-milling volume ratio, i.e., 0.05. As expected, since equilibrium conditions were not 

reached after annealing for 1 h, the Cu grain sizes determined experimentally are lower 

then the calculated values and Zener model cannot be used to describe the observed 

behavior. However, the heat treatments at higher temperatures should have resulted in 

structures closer to equilibrium, i.e., with grain size closer to the values predicted by 

Zener equation. The fact that the difference between the experimental and equilibrium 

values (see shadowed region in Figure 3.10) is increasing instead of decreasing with 

annealing temperature suggests that, in addition to GB pinning, another mechanism such 

as solute drag may be operative. 
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Figure 3.10. Cu grain diameter (XRD (Scherrer equation) and TEM) against carbon particle average radius 

(TEM). The Zener model prediction is also shown.  

 

Previous investigations on nanostructured copper-based materials produced by 

high-energy milling demonstrated that Scherrer and Williamson-Hall methods yield 

similar grain sizes [1,30].  Nevertheless, to attest the influence of internal strain on XRD 

peak broadening, the Williamson-Hall method has also been used on the data collected 

from the Cu–10nD, Cu–0.1Cr–10nD, and Cu–10G materials. Table 3.2 lists the Cu grain 

diameter obtained from XRD data with Scherrer equation and with the Williamson-Hall 

method. The results confirm that in the present case the internal strains are extremely low 

in the as–milled conditions and virtually zero in the annealed materials. Therefore, the 

XRD peak broadening results essentially from mosaicity and is well accounted for as a 

grain size effect.  
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Strengthening mechanisms 
 

Microhardness values for the conditions studied are presented in Table 3.2. The 

microhardness variation with milling time for the Cu–10nD composites shows that 

saturation occurs early during the milling process (2 h) in agreement with the grain size 

evolution (see Figure 3.7 (a)). The data demonstrates a remarkable hardness increase over 

pure nanostructured Cu (H24 nm ~2.4 GPa [31,32] and H10-30 nm ~2.5 GPa [33]) for the Cu–

10nD (50 %), Cu–0.1Cr–10nD (46 %), and Cu–10G (~ 20%) composites in as–milled 

condition. No significant microhardness difference could be detected between the Cu–

0.1Cr–10nD nanocomposite and the Cu–10nD nanocomposite, consequently the level of 

bonding strength is not significantly enhanced with Cr dissolution in the matrix. The 

present results demonstrate that high-energy milling alone achieves an effective bonding 

between the two phases at the nanoscale. Exposure to elevated temperatures led to a 

rampant decrease in hardness for all the as–milled materials due to Cu coarsening.  Still the 

thermal stability of the nanostructured composites is notable since after annealing for 1 h at 

773 K, which corresponds to a homologous temperature of 0.57 for pure Cu, the Cu–10nD 

composite remained significantly harder (~ 40 %) than pure nanostructured copper, while 

the Cu–10G composite presented the hardness level of pure nanostructured Cu. The 

microhardness results observed in both consolidated materials are also close to the 

hardness level of pure nanostructured Cu. The hardness decrease of the SPS material 

despite the presence of as–milled particles is associated to the heterogeneous constitution of 

the material, with areas of pure Cu softening the material. Hot extrusion shows results 

comparable to the Cu–10nD milled/annealed material at 873 K.  

 The Hall-Petch relation established for pure copper [31,32] is presented in Figure 

3.11 together with values corresponding to the Cu–10nD, Cu–0.1Cr–10nD, and Cu–10G 

composites. The composites presented higher hardness then pure nanostructured copper, 

except for the Cu–0.1Cr–10nD composite annealed at 873 K and for both Cu–10nD and 

Cu–10G materials annealed at 973 K, where the carbon nanoparticles seem to have a 

weakening effect. 
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Figure 3.11. Relation between hardness and Cu grain size (XRD – Scherrer equation) for the Cu–10nD, 

Cu–0.1Cr–10nD, and Cu–10G composites. Curves commonly accepted for pure nanostructured Cu is 

shown for comparison [31,32]. 
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Table 3.2. Vickers microhardness and Cu grain diameter obtained with TEM, Scherrer equation and Williamson-Hall method (WH) for the milled and heat-

treated Cu–10nD, Cu–0.1Cr–10nD, and Cu–10G composites. The microhardness of the consolidated materials is also presented.  

 
Condition 

H 
(GPa) 

D 
(TEM) 
(nm) 

D 
(Scherrer) 

(nm) 

D 
(WH) 
(nm) 

Internal 
Strain 
(%) 

 
Condition 

H 
(GPa) 

D 
(Scherrer) 

(nm) 

D 
(WH) 
(nm) 

Internal 
Strain 
(%) 

 
∆H 

 
as–milled Cu-10nD  

(0.25 h) 3.21 ± 0.03 
- 

28 30 0.08 
as–milled Cu-10G  

(0.25 h) 2.50 ± 0.02 35 43 0.11 0.71 

as–milled Cu-10nD  
(0.5 h) 3.40 ± 0.03 - 27 25 0.09 as–milled Cu-10G 

(0.5 h) 2.51 ± 0.03 34 33 0.06 0.89 

as–milled Cu-10nD  
(1 h) 3.54 ± 0.03 - 25 23 0.08 as–milled Cu-10G 

(1 h) 2.71 ± 0.03 35 38 0.07 0.83 

as–milled Cu-10nD  
(2 h) 3.61 ± 0.03 - 24 24 0.08 as–milled Cu-10G 

(2 h) 2.77 ± 0.02 33 38 0.09 0.84 

as–milled Cu-10nD 
(4 h) 3.62 ± 0.04 35 23 31 0.13 as–milled Cu-10G  

(4 h) 2.78 ± 0.04 29 24 0.04 0.84 

as–milled Cu-10nD  
(6 h) 

3.64 ± 0.03 - 23 22 0.08 as–milled Cu-10G  
(6 h) 

2.91 ± 0.06 33 52 0.12 0.73 

milled/annealed Cu-10nD 
(4 h/773K (1h)) 3.44 ± 0.05 37 24 20 0.04 milled/annealed Cu-10G 

(4 h/773 K (1 h)) 2.53 ± 0.04 38 44 0.09 0.91 

milled/annealed Cu-10nD 
(4h/873 K (1 h)) 2.24 ± 0.07 43 36 37 0.04 milled/annealed Cu-10G 

(4 h/873 K (1 h)) 2.83 ± 0.06 32 30 0.06 0.59 

milled/annealed Cu-10nD 
(4h/973 K (1 h)) 1.61 ± 0.04 65 47 54 0.06 milled/annealed Cu-10G 

(4 h/973 K (1 h)) 1.43 ± 0.04 45 43 0.03 0.18 

as–milled Cu-0.1Cr-10nD 
(4 h) 

3.52 ± 0.04 42 26 25 0.08       

milled/annealed Cu-0.1Cr-10nD  
(4 h/873 K (1 h)) 1.83 ± 0.04 50 35 30 0.03       

milled/hot extruded Cu-10nD 
(4 h/873 K) 2.38 ± 0.05 60 - - -       

milled/SPS Cu-0.1Cr-10nD 
(4 h/1073 K) 2.45 ± 0.01 78 - - -       
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Several mechanisms may be responsible for the observed behavior and are worthy 

of discussion: 

 

 

(i) Solid solution 

 

Although the solid solubility of C in Cu is virtually zero [3,34,35] metastable 

dissolution in the metallic matrix may occur due to the non-equilibrium processing 

conditions, especially for the Cu-10G composites due to the softer nature and lower milling 

stability of graphite when compared with diamond. However, the lower hardness of the as-

milled Cu–10G as compared with Cu-10nD demonstrates that solid solution hardening, 

resulting from possible interstitial carbon, represents an overall minor contribution.  

On the other hand, in spite of the low solid solubility of iron and chromium in 

copper, these milling media elements may dissolve in the metallic matrix, [36,37].  

Nevertheless, the Cu lattice parameter showed no significant expansion with 

increasing milling time nor any reduction with annealing (Figures 3.12 (a) and (b), 

respectively). Since the lattice parameter is normally sensitive to changes in solute 

concentration, these results point to negligible C, Fe and Cr metastable dissolution in the Cu 

matrix. Therefore, solid solution strengthening effects have not been considered [36-39].  

 
Figure 3.12. (a) Experimental lattice parameter evolution (aCu) with milling time (the pristine Cu lattice 

parameter is also presented). (b) Lattice parameter evolution with annealing treatments for the materials milled 

for 4 h. An estimated error of 0.0005 nm in lattice parameter was associated to the measurements [40,41]. 



98 
 

 

 (ii)   Grain size  

The Hall-Petch relation established for pure copper can be used to account for the 

Cu grain size strengthening effect in Cu–10nD, Cu–0.1Cr–10nD, and Cu–10G 

composites. Pure copper with grain size in the 10-30 nm range exhibits a maximum 

hardness of ~2.5 GPa [33]. The enhanced hardness of the composites above that of pure 

nanostructured copper can thus be considered to have another origin.  

The quantitative determination of the grain size confirmed the microstructural 

stability of the annealed materials, which remained nanostructured (see Table 3.2). A 

slightly higher Cu grain size has been estimated for the consolidated materials when 

compared to the materials simply annealed (see Table 3.2). In the case of the SPS 

consolidated material the observed behavior represents the increase of Cu grain size in 

the nanostructured composite core and not the effect of the heterogeneous grain size 

distribution associated to the larger pure copper grains localized at prior powder boundaries 

surrounding the nanostructured composite cores (Figure 3.7 (c)). In the case of the extruded 

material the grain size attained reflects a dynamic recrystallization mechanism where 

deformation processes, that generate crystalline defects and decrease grain size, are 

competing with recovery and recrystallization phenomena, that generate 

recovered/recrystallized grains. 

 

 (iii)  Orowan mechanism  

A possible strengthening mechanism at the finer scales is the one first proposed 

by Orowan [42], which comprises dislocation bowing out and bypassing undeformable 

particles leaving a dislocation loop around them.  

Partial dislocation emission from grain/domain boundaries with concomitant 

generation of stacking faults is a major deformation mechanism in nanostructured copper 

[43]. Since the absence of perfect dislocations in the nanostructured Cu grains was 

confirmed by TEM observation, the Burgers vector considered in the present analysis was 
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of the  type. The stacking fault generated by the partial dislocation glide, 

which forms during the deformation of pure nanostructured copper, does not critically 

contribute to the Orowan stress increment since its stress term τ = γ/b depends on the 

stacking fault energy γ, and on the displacement of the matrix atoms b, but not on the 

dislocation line curvature [44].  

Figure 3.13 presents the calculated dependence of ∆H on the carbon particle 

diameter for partial dislocations as given by Equation 1.16. The dependence for the stiffer 

perfect dislocations was also included for comparison and the parameters used are listed 

in Table 3.3. The curves show that a dispersion of 5-20 nm carbon particles throughout a 

Cu matrix induces a stress increment in the 0.5-2 GPa range for volume fractions of 5% 

for nD and 7% for G. However, the build-up of carbon phase at the grain boundary 

regions (see Figure 3.2) means that only a small fraction of the particles remains 

dispersed within the grains, furthermore carbon particles with sizes comparable to those 

of the Cu grains (20-30 nm see Table 3.2) are not expected to efficiently strengthen the 

material through an Orowan mechanism.  

 
Table 3.3. Parameters used in the analysis of the Orowan-Ashby mechanism effect (Equation1.16). 

Parameter Value 

M  3.06 

k 0.84 

  (nm) 0.255 

  (nm) 0.147 

fCu-10nD (initial) 0.05 

fCu-10G (initial) 0.07 

ν ν ν ν  0.303 

G (GPa)  42.1 

 

Under favorable contrast conditions carbon clusters with sizes ≤ 5 nm have been 

observed within some Cu grains (see inset in Figure 3.13 and Ref. [3]). Although the 
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distribution homogeneity and volume fraction of such structures are unknown the clusters 

are expected to difficult dislocation glide, strengthening the as-milled Cu-10nD and Cu-

10G materials.   

 

 
 

Figure 3.13. Orowan-Ashby model for perfect and partial dislocations. The nanocomposite distinction 

reflects the different volume fraction (5 % for nD and 7 % for G). The inset shows carbon clusters with 

sizes ≤ 5 nm dispersed within Cu grains of the milled (4 h) and annealed (773K/1h) Cu-10nD composite.  

 

 

Similar considerations are valid for clusters arising from milling media 

contamination. The iron concentration has been determined by EDS analyses for the as-

milled powders after milling times of 2, 4 and 6 h (Figure 3.14 (a)). As expected, the Fe 

content increased with milling time, although it remained below 1 at.% after milling for 6 

h. X-ray maps obtained from as-milled powders showed an essentially homogeneous 

distribution of milling media debris. A few large Fe,Cr-rich inclusions (~500 nm) have 

also been observed (see squares in Figures 3.14 (b-d)), however these large inclusions 
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were expected to disintegrate into clusters and be dispersed throughout the Cu matrix 

during the milling operation [45]. Indeed, iron clusters as fine as 5 nm have been 

previously observed in Cu matrices [46]. Nevertheless accumulation at the Cu grain 

boundaries should occur and the volume fraction of Fe,Cr clusters effectively within the 

Cu grains is unknown. Due to the similar contrast, these metallic clusters could not be 

distinguished from the Cu matrix in TEM micrographs, yet these structures are expected 

to strengthen the as-milled Cu-10nD and Cu-10G materials by an Orowan mechanism. 

 

 
Figure 3.14. (a) Iron concentration versus milling time determined from 10 EDS point analyses. (b) BSE 

image of Cu-10nD as-milled powders after 4 h of milling with corresponding X-ray maps: Fe in (c) and Cr 

in (d). A Fe,Cr-rich inclusion is evidenced by the squares. 

 

 

 

 



































 

In order to determine the infl

carbide formation, a systematic investigation 

C and rotation speeds of 200 rpm and 4

diffractograms obtained for

of the diffractograms of 

extensive carbide formation has not occurred for 

4.2 (a-d)). Ni3C peaks have 

rpm, nor for Ni–20G milled at 200 rpm

reflect the presence of solid solutions

which is justified by the 

diamond. On the other hand i

Ni–20G milled at 400 rpm 

rpm is thus clearly higher than the activation energy

Ni and graphite, leading to 

carbon phases are not observed due to the very large 

between C and Ni and owing to the relatively small fraction of C in the composites.

Figure 4.2. Experimental X–ray diffractograms 

rpm, (b) 4 h Ni–20nD (200rpm), (c) 

10G (200 rpm), (f) 4 h Ni–20G (200 rpm), (g) 

118 

In order to determine the influence of carbon fraction and milling energy on 

carbide formation, a systematic investigation has been carried out using 

eds of 200 rpm and 400 rpm, for 4 h of milling time. Fig

for the materials produced. Ni3C peaks were not

of Ni–10nD and Ni-20nD composites demonstrating that 

extensive carbide formation has not occurred for the conditions investigated

have also not been observed for Ni-10G milled at 200 

milled at 200 rpm. Nonetheless, the Ni peak shift and asymmetry

the presence of solid solutions in the Ni-G materials (see Fig

justified by the lower milling stability of graphite when compared with

On the other hand intense Ni3C peaks were present in the diffractogram of 

milled at 400 rpm (Figure 4.2 (h)). The impact energy corresponding to 400 

clearly higher than the activation energy required for Ni3C

leading to extensive carbide conversion. The peaks of the pristine 

carbon phases are not observed due to the very large difference in atomic number 

between C and Ni and owing to the relatively small fraction of C in the composites.

ray diffractograms of the as-milled nanocomposites. (a) 

rpm), (c) 4 h Ni–10nD (400 rpm), and (d) 4 h Ni–20nD (400 rpm). 

G (200 rpm), (g) 4 h Ni–10G (400 rpm), and (h) 4 h Ni–20

milling energy on 

using 10 and 20 at.% 

Figure 4.2 shows 

were not detected in any 

demonstrating that 

the conditions investigated (Figures 

milled at 200 or 400 

Ni peak shift and asymmetry 

see Figures 4.2 (e-g)), 

when compared with 

in the diffractogram of 

energy corresponding to 400 

C synthesis from 

The peaks of the pristine 

difference in atomic number 

between C and Ni and owing to the relatively small fraction of C in the composites. 

 
(a) 4 h Ni–10nD (200 

nD (400 rpm). (e) 4 h Ni–

20G (400 rpm). 



119 
 

 

These preliminary experiments enabled to set suitable milling parameters for a 

compared assessment of the mechanical behavior of Ni–nD and Ni–G nanocomposites: 

4 h of milling time, rotation speed of 200 rpm and 10 at.% C, which translated into 

homogeneous microstructure and particle distribution, minimal milling media 

contamination and negligible carbide formation. 
 

 

Microstructural observations  

 

Figure 4.3 shows representative microstructures of as–milled Ni–10nD and Ni–

10G as well as milled/annealed Ni–10nD composites. Ring diffraction patterns attested 

for the absence of carbides, although extremely weak NiO rings (likely to originate from 

residual oxidation of the pristine nickel powder) could be detected (see Figure 4.3 (b)). 

Carbon particles were readily identifiable by the brighter contrast resulting from the low 

atomic number (see arrows in Figures 4.3 (a), (c) and (e)). Both as–milled 

microstructures displayed nanometric Ni grains with mottled contrast and ill-defined 

boundaries, characteristic of high-energy non-equilibrium states induced by intense 

deformation. Carbon particles, with diameters in the 5–20 nm range, were uniformly 

dispersed in the metallic matrices and frequently localized at Ni grain boundaries (GB). 

This phenomenon is associated with the cold welding processes occurring at the many 

deformation events that produce convolutions and Ni subgrain recombinations [2]. The 

carbon particles presented smaller sizes in the as–milled Ni–nD (0 to 10 nm) than in the 

as–milled Ni–10G (up to 20 nm) materials. The latter showed also higher aspect ratios 

owing to the intense localized deformation imposed on the relatively softer carbon 

phase. Both as–milled nanocomposites exhibited apparent bonding at the Ni/carbon 

interfaces suggesting a potentially efficient load transfer. The heat treatments resulted in 

Ni grain growth to submicrometer sizes in both Ni-10G and Ni-10nD materials (only 

the microstructure of Ni-10nD annealed at 1073 K is presented in Figure 4.3 (e)). The 

carbon particles globalized during annealing, coarsened up to 200 nm (see the 

magnified inset image and region A in Figure 4.3 (e)) and were distributed both along 

grain boundaries and within Ni grains. 
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Figure 4.3. Bright–field TEM images of 10 at.% C nanocomposites milled for 4 h at 200 rpm. (a) Ni–

10nD. (b) Diffraction pattern obtained from a large area similar to (a) with integrated radial profile (Ni 

and NiO simulations included with legend in nm-1). (c) Ni–10G. (d) Diffraction pattern obtained from a 

large area similar to (c) with integrated radial profile (Ni simulation included with legend in nm-1). (e) Ni-

10nD composite milled for 4 h and heat-treated at 1073 K. The region A in (e) corresponds to a large 

carbon-rich particle. Carbon–rich regions within a Ni grain are shown in the magnified inset of (e). The 

arrows indicate low–Z contrast regions.  
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At moderate annealing temperatures diamond is very stable and small particles 

are not likely to dissolve in order to incorporate larger ones (a similar behavior has been 

observed for Zirconia dispersoids in a platinum matrix [3]). In addition, diamond is not 

expected to grow under atmospheric pressure. Therefore, the observed coarsening of 

nanodiamond could not have occurred through a diffusional Ostwald ripening 

mechanism. On the other hand, at higher annealing temperatures nanodiamond tends to 

amorphize [4] and this phase transformation facilitates dissolution. Hence, in the case of 

the annealed Ni–10nD materials, the observed increase in carbon particle size occurred 

with amorphous carbon, through a precipitate growth regime until C supersaturation in 

the Ni matrix dropped close to its equilibrium value (~1 at.% at 1073K [5]), at which 

time a coarsening Ostwald ripening regime took over. The nD growth phenomenon is 

thus associated with a phase transformation, which has operated during the heat 

treatments at 973 K and 1073 K (Figure 4.5).  

Structural changes induced in the carbon phases could only be thoroughly 

evaluated after Ni extraction. EDS analyses showed that the remaining Ni after 

dissolution was kept below 6 at.% (part of which in NiO form). 

 Figure 4.4 shows TEM micrographs of the carbon phases extracted from milled 

composites with corresponding diffraction patterns. Individual particles with diameters 

in the 5-10 nm range were obtained from the Ni–10nD composites (a), whereas an 

amorphous phase was observed in the Ni–10G case (c). Ring diffraction patterns 

attested for the crystallinity of the milled/extracted nD (b), while the diffuse halo 

observed for the milled/extracted G (d) demonstrates an essentially amorphous nature.  

Figure 4.5 shows micrographs and diffraction patterns of carbon phases 

extracted from annealed Ni–10nD and Ni–10G composites. After annealing at 1073 K 

the nD particles presented the typical interplanar spacings of graphite (see Figures 4.5 

(a) and (b)). This transformation was hastened by the prior milling operation, since 

pristine (non-milled) nD powder annealed at 1073 K consists of particles with diameters 

in the 5–20 nm range presenting unequivocally the diamond structure (see Figure 3.5 (e) 

and (f), Chapter 3) and graphite forms only for temperatures higher than 1173 K [6,7]. 

These results show that the structural defects induced by ball milling, together with a 

possible catalytic function of Ni doping [8,9,10], contributed for a decrease in the 

graphitization temperature. The amorphous carbon resulting from milling the Ni–10G 

material has been converted into graphite sheets during annealing of the composites at 
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973 and 1073 K (see Figure 4.5 (c)). Since milled pure graphite remains amorphous up 

to 1573 K [11], the present results show that the presence of Ni enhances graphitization. 

 

 
Figure 4.4. (a) Bright–field TEM image of carbon extracted from a Ni–10nD composite. (b) Diffraction 

pattern obtained from a large area similar to (a) with integrated radial profile (diamond simulation 

included with legend in nm-1). (c) Bright–field TEM image of carbon extracted from a Ni–10G 

composite. (d) Diffraction pattern obtained from a large area similar to (c) with integrated radial profile 

(graphite simulation included with legend in nm-1).   
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Figure 4.5. (a) Bright–field TEM image of the carbon phases extracted from the Ni–10nD milled 

composite annealed at 1073 K. (b) Diffraction pattern obtained from a large area similar to (a) with 

integrated radial profile (graphite simulation included with legend in nm-1). (c) Bright–field TEM image 

of the carbon phases extracted from the Ni–10G milled composite and annealed at 1073 K. (d) Diffraction 

pattern obtained from a large area similar to (c) with integrated radial profile (graphite simulation 

included with legend in nm-1).   

 

 

Micro-Raman spectroscopy 
 

Figure 4.6 presents the Raman spectroscopy results obtained from the carbon 

phases extracted from the Ni–10nD and Ni–10G materials. Figure 4.6 (a) shows Raman 

spectra of pristine nD, milled/extracted nD, pristine nD annealed at 1073 K and 

milled/annealed/extracted nD. Figure 4.6 (b) shows Raman spectra of pristine G, 

milled/extracted G and milled/annealed/extracted G. 

 The spectrum of milled/extracted nD is similar to that of pristine nD showing 

that the material remains stable during milling (Figure 4.6 (a)). These spectra present a 

band in the 1050–1200 cm-1 region, a major peak at ~1320 cm-1 and a broad band 

ranging from 1400 to 1700 cm-1. The band at 1050-1200 cm-1 is likely to correspond to 

Trans-polyacetylene, that exhibits Raman peaks at 1125 cm-1 and 1480 cm-1 [12] and 

has been reported to exist in nD produced by different routes [13–16]. The peak at 
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~1320 cm-1 corresponds to structural sp3 vibrations and the observed downshift (~10 

cm-1) is related to the phonon confinement effect in nanoscale particles [1717,18]. In 

both material types the broad band at 1400–1700 cm-1 is probably a convolution of the 

1480 cm-1 Trans-polyacetylene peak and a sp2 Raman peak originating from the outer 

graphite-like layers that envelope the diamond cores of nD powder [19,20].  

The absence of the bands at ~1125 and 1480 cm-1 in the Raman spectra of    

milled/annealed/extracted nD (Figure 4.6 (a)) shows that Trans-polyacetylene is 

eliminated during the heat-treatments at 973 K and 1073 K. The well defined band at 

~1580 cm-1 points to the presence of graphitic regions after the heat-treatments, while 

the 1250–1430 cm-1 signal represents a convolution of the diamond and graphite D 

bands. These results are in agreement with the electron diffraction patterns and indicate 

that graphitization of the milled nD occurred significantly at 973 K and was enhanced at 

1073 K. The Raman spectrum of pristine nD material (non-milled) annealed at 1073 K, 

used as control, is similar to that of pristine nD, proving that the material remains stable 

during the heat treatment. However, contrarily to the milled/annealed/extracted 

materials, the Trans-polyacetylene peaks are still present in the annealed pristine nD.  

The spectrum of pristine synthetic graphite powder (Figure 4.6 (b)) presents a 

major peak at 1580 cm-1 (G) and two bands at 1270–1370 cm-1 (D) and 1610–1620 cm-1 

(D’). The milled/extracted G material shows an intense D-band at 1200-1400 cm-1 

corresponding to fully amorphous carbon. The Raman spectra of the 

milled/annealed/extracted G materials show an intense D-band at 1200–1400 cm-1 and 

convoluted G and D’ bands at 1500–1650 cm-1. The presence of the latter bands 

indicates that partial graphitization and coarsening of the essentially amorphous as–

milled carbon occurred during the heat treatments of 973 K and 1073 K.  
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Figure 4.6. Raman spectra of pristine nD, milled/extracted, milled/annealed/extracted nD and annealed 

pristine nD powders (a). Raman spectra of pristine G, milled/extracted and milled/annealed/extracted G 

powders (b).  
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Strengthening mechanisms and microstructural thermal stability 

 

Table 4.2 presents the grain size and microhardness evolutions with milling time 

and annealing treatments for the Ni–10nD and Ni–10G materials. The grain size values 

calculated with Sherrer’s equation are similar to the ones determined using the 

Williamson-Hall method, demonstrating a negligible effect of internal strain on XRD 

peak broadening in agreement with the results presented in Chapter 3 and previous 

studies on nanostructured metal–carbon composites produced by high–energy milling 

[21,22]. Both the Ni grain size and microhardness values showed saturation around 4 h 

of milling time. On the other hand exposure to elevated temperatures led to a rampant 

decrease in microhardness for both materials, indicating that GB pinning by 

nanoparticles or a solute drag effect were not very effective in stabilizing the 

microstructure of the Ni–10nD and Ni–10G composites at high temperature.  

The Hall–Petch relation established for pure nickel [23] is presented in Figure 

4.7 together with the experimental values corresponding to the Ni–10nD and Ni–G 

composites. At the finer scales the as–milled Ni–10nD and Ni–10G materials present a 

remarkable ~70% hardness enhancement (H10-20 nm ~ 10 GPa) over that of pure 

nanostructured Ni (H10-20 nm ~ 6 GPa). In the case of as-milled materials, a reinforcement 

effect can be ascribed to nD whereas solid solution strengthening occurred for Ni-G 

composites (see the Ni peak shifts in Figure 4.2 (e-g)). However, at the larger 

microstructural scales, i.e. for the annealed materials, the composites proved to be 

weaker than pure nickel of similar grain size. This resulted from the absence of solid 

solution and from the fact that carbon was present only under graphitic form (see Figure 

4.5) which due to its soft nature could not effectively reinforce the matrix. The low 

microhardness values observed at intermediate microstructural scales, i.e., for low 

milling times, can be justified by the porosity associated to the convoluted layered 

structures.  
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Table 4.2. Vickers microhardness and Ni grain diameter obtained with Scherrer equation and Williamson-Hall method (WH) for the milled and heat–treated Ni–10nD and Ni–10G composites. 

* Peak asymmetry induced by C solid solution (see Figures 4.2 (e-g)) interfered with the peak broadening [24] invalidating strain measurements. D values determined from 

Scherrer equation and the WH method are therefore merely indicative.  

Condition 
H 

(GPa) 

D 
(Scherrer) 

(nm) 

D 
(WH) 
(nm) 

Internal strain (%) Condition 
H 

(GPa) 

D 
(Scherrer) 

(nm) 

D 
(WH) 
(nm) 

Internal strain (%) 

as–milled Ni–10nD  

(0.25 h) 
2.15 ± 0.15 56 100 0.12 

as–milled Ni–10G 

(0.25 h) 
2.09 ± 0.09 57 92 0.11 

as–milled Ni–10nD  

(0.5  h) 
2.35 ± 0.12 53 71 0.1 

as–milled Ni–10G 

(0.5 h) 
2.06 ± 0.07 52 69 0.09 

as–milled Ni–10nD  

(1 h) 
4.01 ± 0.20 48 60 0.09 

as–milled Ni–10G 

(1 h) 
2.44 ± 0.09 43 53 0.09 

as–milled Ni–10nD 

 (2 h) 
6.89 ± 0.18 30 29 0.06 

as–milled Ni–10G 

(2 h) 
5.49 ± 0.21 35 37 0.07 

as–milled Ni–10nD  

(4 h) 
8.83 ± 0.14 21 20 0.07 

as–milled Ni–10G 

(4 h) 
9.23 ± 0.10 (15)* (11)* * 

as–milled Ni–10nD  

(6 h) 
9.51 ± 0.16 21 23 0.07 

as–milled Ni–10G 

(6 h) 
9.90 ± 0.19 (12)* (10)* * 

as–milled Ni–10nD  

(8 h) 
9.79 ± 0.15 21 18 0.02 

as–milled Ni–10G 

(8 h) 
9.89 ± 0.19 (12)* (10)* * 

milled/annealed  Ni–10nD 

(4 h/973 K(1h)) 
0.94 ± 0.06 173 - - 

milled/annealed  Ni–10G 

(4 h/973 K(1h)) 
3.23 ±0.05 113 - - 

milled/annealed Ni–10nD  

(4 h/1073 K(1h)) 
1.18 ± 0.07 202 - - 

milled/annealed Ni–10G 

(4 h/1073 K(1h)) 
1.45 ± 0.06 217 - - 



 

Figure 4.7. Relation between hardness and Ni grain size (XRD 

Ni–10G composites. A curve commonly accepted for pure nanostructured Ni is shown for comparison.

 

 

Several mechanisms may 

discussed next: 

 

 

(i) Solid solution 

 

Under equilibrium conditions the maximum solubility of carbon in Ni is 2.7 at.% 

(at 1600K [5]). However, a higher m

materials produced by ball milling

to the softer nature and lower mil

the Ni lattice parameter show

Ni–10G composites, in contrast to

variation was observed (Figure 

studies on Ni–C solid solution
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Relation between hardness and Ni grain size (XRD – Scherrer equation) for the Ni

G composites. A curve commonly accepted for pure nanostructured Ni is shown for comparison.

Several mechanisms may be responsible for the observed behavior and are 

Under equilibrium conditions the maximum solubility of carbon in Ni is 2.7 at.% 

). However, a higher metastable solid solubility can be 

ball milling, especially in the case of the Ni–10G composites due 

to the softer nature and lower milling stability of graphite compared to diamond

showed a substantial variation with increasing milling time for 

in contrast to that of Ni–10nD composites where only a

Figure 4.8 (a)). These results are in agreement 

solutions [25,26]. 

 
Scherrer equation) for the Ni–10nD and 

G composites. A curve commonly accepted for pure nanostructured Ni is shown for comparison. 

r the observed behavior and are 

Under equilibrium conditions the maximum solubility of carbon in Ni is 2.7 at.% 

can be expected for 

G composites due 

compared to diamond. Indeed, 

easing milling time for 

where only a slight 

results are in agreement with previous 



 

Figure 4.8. (a) Experimental lattice parameter evolution with milling time (the pristine Ni lattice parameter 

is also presented). (b) Lattice parameter evolution with annealing treatments for the materials milled for 

An estimated error of 0.0005 nm 

  

After annealing at 973K

and higher hardness than 

solution may have delayed

indicates a residual presence of C in solid solution 

(Figure 4.8 (b)), and thus the hardness enhancement of Ni

(see Table 4.2) is likely to result only fro

Extraneous elements originating from milling media materials may also

dissolved in the metallic matrix

results in significant solid solution strengthening 
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attice parameter evolution with milling time (the pristine Ni lattice parameter 

is also presented). (b) Lattice parameter evolution with annealing treatments for the materials milled for 

An estimated error of 0.0005 nm in lattice parameter was associated to measurements [27

at 973K the Ni–10G composite presented a smalle

n the Ni–10nD one (see Table 4.2), suggesting that solid 

ed coarsening at 973 K. Nevertheless, the lattice parameter 

indicates a residual presence of C in solid solution after 1 h at 973 K for both materials 

(b)), and thus the hardness enhancement of Ni–10G compared to Ni

is likely to result only from the smaller grain size.  

Extraneous elements originating from milling media materials may also

in the metallic matrix, and indeed it has been shown that iron in 

results in significant solid solution strengthening [29,30]. The presence of 

 
attice parameter evolution with milling time (the pristine Ni lattice parameter 

is also presented). (b) Lattice parameter evolution with annealing treatments for the materials milled for 4 h. 

27,28]. 

smaller Ni grain size 

, suggesting that solid 

K. Nevertheless, the lattice parameter 

K for both materials 

G compared to Ni–10nD 

Extraneous elements originating from milling media materials may also have 

it has been shown that iron in pure nickel 

presence of iron arising 
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from milling media has been estimated from EDS analyses performed on materials 

milled for 4, 6 and 8 h. This element has been assumed to be fully dissolved in the Ni 

matrix and its influence on the Ni lattice parameter has been determined through the 

Vegard’s law for the Fe-Ni system [29,30]: (nm) = 0.35239 + 0.000139 Fe (at.% Fe) 

(Figure 4.9 (a)). The influence of the minor elements that constitute the DIN 1.4034 

stainless steel has been neglected. The concentration of C in solid solution was 

determined from the Vergard’s law for the C-Ni system [31]:	 (nm) = 0.35238 + 

0.00074 C (at.% C) by subtracting the effect of iron solute on the Ni lattice parameter 

expansion, i.e., by assuming that  =  +  (Figure 4.9 (b)). 

The relative contributions of C and Fe on the expansion of the Ni lattice 

parameter are given in Figure 4.9 (c) and (d), respectively, for Ni-10G and Ni-10nD 

composites. These results imply a significant contribution of solid solution hardening in 

the case of Ni–10G composites and a minor one for Ni-10nD composites. 

 

 (ii)   Grain size  

The Hall-Petch relation established for pure nickel should account for the 

hardening effect of Ni grain size, and the strengthening above that of pure 

nanostructured Ni observed for the Ni–10nD and Ni–10G composites has thus another 

origin. Finer Ni grain sizes were expected for the as–milled Ni–10nD composites due to 

an anticipated additional milling mechanism between the steel spheres and the hard nD 

particles that may assist grain refinement, as described for the Cu-10nD material in 

Chapter 3. However, the Ni–10G materials presented a somewhat steeper grain size 

decrease with milling time compared to the Ni–10nD composites (see Table 4.2). This 

may be a spurious effect resulting from peak asymmetry [24] induced by the C atoms in 

solution, and/or may originate from a difference in fracture toughness of the solid 

solution hardened matrix.  
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Figure 4.9. (a) Measured iron concentration (left-hand axis) for milling times of 4, 6 and 8 h, and 

expansion of Ni lattice parameter (right-hand axis) determined through the Fe-Ni Vergard’s law [29,30]. 

(b) Lattice parameter expansion induced by C in solution (left-hand axis) determined from the measured 

lattice parameter by subtracting the effect of Fe, and C solute (right-hand axis) determined from the C-Ni 

Vergard’s law [31]. Relative effect of Fe and C on the Ni lattice parameter expansion against milling time 

for Ni-10nD (c) and Ni-10G (d).   
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(iii)  Orowan mechanism  

As indicated in Chapter 3, a possible strengthening mechanism at the finer scales 

is the one first proposed by Orowan [32]. Partial dislocation emission from 

grain/domain boundaries with concomitant generation of stacking faults is a major 

deformation mechanism in nanostructured nickel [33]. Since the absence of perfect 

dislocations in the nanostructured Ni grains was confirmed by TEM observations, the 

Burgers vector considered in the present analysis was of the  type. The 

stacking fault generated from the partial dislocation glide, which forms during the 

deformation of pure nanostructured nickel, has been assumed to not critically contribute 

to the Orowan stress increment as explained in Chapter 3.  

Figure 4.10 presents the calculated dependence of ∆Η  on the carbon particle 

diameter for partial dislocations given by Equation 1.16, where the analysis for perfect 

dislocations was included for comparison. The parameters used in the calculations are 

listed in Table 4.3. The curves show that a dispersion of 5–20 nm carbon particles (see 

Figure 4.3) throughout a Ni matrix induces stress increments in the 1-3 GPa range for 

volume fractions of 5% for nD and 8% for G. However, the build-up of carbon phase at 

the grain boundary regions (see Figure 4.3) means that only a small fraction of the 

particles remains dispersed within the grains, furthermore carbon particles with sizes 

comparable to those of the Ni grains (20-30 nm see Table 4.2) are not expected to 

efficiently strengthen the material through an Orowan mechanism. Contrarily to the Cu-

based composites, clusters of carbon and of milling media debris are not likely to be 

dispersed in the Ni grains since both phases can fully dissolve in the metallic matrix (as 

attested by the expressive Ni lattice parameter expansion in Figures 4.8 and 4.9). 

Therefore the Orowan strengthening has been considered negligible in Ni-10nD and Ni-

10G composites.  
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Table 4.3. Parameters used in the analysis of the Orowan

 

 

 

 

 

 

 

 

 

 

 

Figure 4.10. Orowan-Ashby model for perfect 

reflects the different volume fraction (5 % for nD and 8 % for G).
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Parameters used in the analysis of the Orowan-Ashby mechanism (Equation1.16).

 

 

Ashby model for perfect and partial dislocations. The nanocomposite distinction 

reflects the different volume fraction (5 % for nD and 8 % for G). 

Parameter Value 

M 3.06 

k 0.84 

  (nm) 0.249 

 
(nm)

 
0.144 

fNi-10nD (initial) 0.05 

fNi-10G (initial) 0.08 

νννν  0.31  

G (GPa)  76 

011
2
1

=b

211
6
1

=b

Ashby mechanism (Equation1.16). 

 
The nanocomposite distinction 
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(iii) Second-phase reinforcement  

 

The relatively modest solid solutions observed for as-milled Ni-10nD 

composites (Figure 4.9 (c)) indicates that the high hardness of these materials originates 

from the load bearing ability of the nD particles, which in turn attests for a relatively 

efficient load transfer at the carbon/metal interfaces. Second phase reinforcement is thus 

one of the operating strengthening mechanisms in this system.  

The same behavior was not expected for the Ni–10G composites due to the soft 

nature of milled graphite, which is likely to have a weakening influence. Indeed, in this 

system the strength enhancement over that of pure nanostructured nickel results 

probably from solid solution hardening (see Figures 4.8 (a) and 4.9 (b)). 

The transformation of nD into soft graphitic structures during the heat treatments 

reduced the load bearing ability of the carbon particles. This phenomenon in association 

with solute segregation from the metallic matrix (see Figure 4.8 (b)) weakened the 

annealed Ni-10nD and Ni-G materials in relation to pure nanostructured nickel of 

comparable grain size (see Table 4.2 and Figure 4.7).   

The reinforcement effect of nD particles and the expected weakening influence 

of amorphous carbon particles are assumed to contribute to the strength of the as-milled 

materials according to a law of mixtures with a direct dependence on the efficiency of 

the interfacial load transfer [22]. 

 

 

(iv) Cumulative effects 

 

As with the Cu-based nanocomposites, a linear additive model can be employed 

to estimate the contribution of each strengthening mechanism based on the following 

premises: 

• The effect of Ni grain size can be estimated with models developed for pure 

nanostructured nickel, such as the one given by Equation 1.8. 

• The hardness level of the as-milled Ni-10nD nanocomposite reflects an effective 

load transfer to the reinforcing nD particles, which can be described by a rule of 

mixtures (Equation 1.20). 

• The strengthening above that of pure nanostructured Ni observed for the Ni-10G 

material (see Figure 4.7) cannot originate from load transfer to the soft graphite. 



135 
 

• In the present systems the solid solution of C and Fe must influence the materials 

strength, especially in the case of the Ni-10G material. 

• Milling media contamination is expected to represent a minor strengthening 

contribution when compared to carbon solid solution (see Figure 4.8 (c) and (d)). 

•  The hardness level attained by the Ni-10nD and Ni-10G composites is similar, 

i.e., the nD reinforcement effect in Ni-10nD is comparable to the solid solution 

hardening in Ni-10G. 

• Since both C and Fe can easily dissolve in the metallic matrix, clusters of these 

elements are not likely to occur and the Orowan mechanism has been considered 

negligible. 

Combining the effects of the nanostructured Ni grain size and the C and Fe solid 

solutions with the intrinsic hardness of the carbon allotrope (Equations 1.4, 1.8, and 

1.20, respectively): 

 

 = 		 +  +	K
	CmC + 	K

FemFe +  	+  ⁄  
Hm R⁄
 ⁄  1 − 										(4.1) 

where the nomenclature is given in Chapter 1. The solid solution coefficients, K
	and 

K
, were adapted from equation 1.4 for, respectively, interstitial carbon and 

substitutional iron. Two independent solid solution exponents, respectively, mC and 

mFe, have also been considered for the two solute types. Both solid solution 

contributions have been incorporated in the intrinsic matrix hardness term H0, which 

accounts for strengthening mechanisms other than grain size:  = 	 +	 +  

(Eq. 3.2) [34]. The Orowan term () has not been considered for the current 

composite systems.  

The experimental and theoretical parameters used in the model are listed in 

Tables 4.4 and 4.5, respectively. The volume fraction, f, of dispersed carbon particles 

(see Figure 4.3) was calculated by subtracting the carbon in solution and by considering 

the milling media input. Only as-milled materials have been considered since the load 

transfer at the Ni/C phase interface is likely to have changed during the annealing 

treatments. Furthermore, full microstructure homogenization was attained only for 4, 6 

and 8 h milling times. The carbon phase hardness values (HR) have been assumed to be 

60 GPa [35] for diamond, and 0.3 GPa for milled graphite [36,37].  
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 Table 4.4. Ni lattice parameter, Ni grain size obtained with Scherrer equation, carbon and iron in solution, volume fraction of reinforcing particles and Vickers hardness for 

the 4, 6 and 8 h milling time conditions.

Conditions 
Ni lattice 
parameter   

a (nm) 

Ni grain size 
D (nm) 

Total carbon 
(at.%) 

Carbon in 
solution 
C (at.%) 

Total iron  
(in solution) 

Fe (at.%) 

Total volume 
fraction of the 
carbon phase  

Volume fraction 
of carbon 

reinforcement 
(not dissolved)  f 

Experimental  
H (GPa) 

as–milled Ni–10nD (4 h) 0.35293 21 9.05% 0.67 0.40 5% 3.86% 8.83 

as–milled Ni–10nD (6 h) 0.35309 21 9.04% 0.87 0.48 5% 3.77% 9.51 

as–milled Ni–10nD (8 h) 0.35318 21 9.04% 0.99 0.48 5% 3.71% 9.79 

as–milled Ni–10G (4 h) 0.35392 15 9.05% 2.01 0.35 8% 4.85% 9.23 

as–milled Ni–10G (6 h) 0.35601 12 9.03% 4.79 0.61 8% 2.98% 9.90 

as–milled Ni–10G (8 h) 0.35752 12 9.01% 6.78 0.87 8% 1.58% 9.89 
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Table 4.5. Theoretical parameters used in the cumulative model. 
 

 

 

 

 

 

 

 

 

 

 

 

 

The efficiency of the load transfer to the reinforcement phase (δ) [22], as well as 

the solid solution coefficients, K
	and K

 and exponents, mC and mFe,, have been used 

as fitting parameters. The fitting parameter δ has been assumed to be equal both for Ni-

10nD and Ni-10G systems, as nanodiamond particles are surrounded by graphite-like 

carbon [38] and during milling graphite undergoes a phase transformation into 

amorphous carbon that can present a mixture of sp2/sp3 [39]. Therefore, similar 

interfacial bonding can be expected for both carbon phases. 

Fitting of Equation 4.1 to the experimental hardness values has been carried out 

using nonlinear least squares regression employing the Newton method for error 

minimization [40]. The parameters resulting from fitting Equation 4.1 are presented in 

Table 4.6. The efficiency of the load transfer from the Ni matrix to the carbon phases is 

0.32, significantly higher than the one achieved to the Cu composites (0.21). This result 

demonstrates a superior metal-carbon bonding for nickel in agreement with its higher 

affinity for carbon [41]. The solid solution parameters resulting from fitting point to a 

considerable strengthening effect for C, while the substitutional contribution originating 

from milling media contamination proved to be negligible. The solid solution term in 

Equation 4.1 corresponds to:  = 3.18	C.	(see Figure 4.11). This represents a 

relatively weak dependence of hardness on the solute concentration for carbon contents 

such as the ones inferred for the Ni-10G composites (see Table 4.2), which is 

compatible with the hardness evolution for 4, 6 and 8 h of milling time observed.  

 

Parameters Ni-10nD Ni-10G 

  (GPa) [23] 1.021 1.021 
HR (GPa)

 
60 0.3 

  (GPa) [23] 0.071 0.071 

   (GPa nm-1/2) [23]
 

26.63 26.63 

T (K) 300 300 

Hm (kJ mol) [23] 17.47 17.47 

h (nm) [23] 0.2754 0.2754 

R (KJ/molK) 0.008314 0.008314 

G (GPa) 76 76 
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Table 4.6. Parameters determined from fitting the cumulative model. 

 

 

 

 

 

 

 
 

 

 

 
Figure 4.11. Hardness calculated with the carbon solid solution term versus carbon concentration. 

 

The grain size dependence calculated with the cumulative model for each 

condition is shown in Figure 4.12. Regarding the quality of the fitting the optimized 

parameters were rather insensitive to changes in initial guesses as well as to numerical 

convergence parameters. Globally an average relative error of 2.3% has been achieved, 

attesting for the fitting quality (see Table 4.7 and Figure 4.12). 

Parameters Value 

δ 0.32 

K
 3.18 

mc 0.1 

K
 0 

mFe - 
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Figure 4.12. Relation between Ni grain size and hardness calculated with the cumulative model. 

Experimental hardness values show reasonable agreement with the model for (a) Ni-10nD and (b) Ni-10G 

nanocomposites. Error bars frequently fall within the respective data point symbol. 
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Table 4.7. Experimental hardness and calculated hardness values. The relative error is also presented. 

 

 

Figure 4.13 compares the individual contributions of the strengthening 

mechanisms. In agreement with the results obtained for the Cu-based composites, grain 

refinement proved to be a major effect for both composite types, by inducing average 

hardness increments of 4.6 GPa for Ni-10nD and 5.1 GPa for Ni-10G, and is followed 

by solid solution hardening with 3 GPa for Ni-10nD and 3.5-4 GPa for Ni-10G. The 

average increment resulting from the second-phase reinforcement is 0.73 GPa for the 

Ni-10nD and 0.003 GPa for the Ni-10G. The solid solution contribution increased 

significantly with milling time in the Ni-10G material due to the higher fraction of 

dissolved carbon in the metallic matrix (see Table 4.4). This effect was not so noticeable 

in the Ni-10nD nanocomposite due to the higher milling stability of the carbon 

allotrope. 
 

 
 

 

 

 

 

Conditions 
Experimental  

H (GPa) 

Calculated 

H (GPa) 
Relative error (%) 

as–milled Ni–10nD (4 h) 8.83 9.32 5.54 

as–milled Ni–10nD (6 h)
 

9.51 9.38 1.41 

as–milled Ni–10nD (8 h)
 

9.79 9.43 3.80 

as–milled Ni–10G (4 h)
 

9.23 9.19 0.52 

as–milled Ni–10G (6 h)
 

9.90 9.80 0.10 

as–milled Ni–10G (8 h)
 

9.89 10.05 1.66 



 

Figure 4.13. Contribution of each strengthening mechanism for milling times of 4, 6, and 8 h. (a) 

10nD and (b) Ni-10G nanocomposites. 
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Contribution of each strengthening mechanism for milling times of 4, 6, and 8 h. (a) 

10G nanocomposites.  

 

 

 

 

 

 

 

 
Contribution of each strengthening mechanism for milling times of 4, 6, and 8 h. (a) Ni-
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4.3   Summary 

 

The microstructural observations showed well-dispersed carbon particles in a 

nanostructured nickel matrix. Preservation of the nD crystalline structure during high-

energy milling with Ni was demonstrated by XRD, electron diffraction and Raman 

spectroscopy, while an essentially amorphous nature was inferred for graphite in the as–

milled Ni-10G materials. Graphitization of the carbon phases occurred progressively 

during annealing at 973 and 1073 K for both composite types. The process was assisted 

by the structural defects induced by milling and possibly by a Ni doping effect. Grain 

boundary pinning by nanoparticles or a solute drag effect could not effectively ensure 

microstructural thermal stability of the Ni–nD and Ni–G composites during heat-

treatments at 973 and 1073 K. A remarkable 70% hardness increase has been achieved 

for both as-milled nanocomposites over pure Ni. The lattice parameter variation 

indicates that solid solution is active mainly in the Ni-10G material. A cumulative 

model has been used to analyze the contribution of the several strengthening 

mechanisms. The major contribution resulted from grain refinement, while the 

additional hardness increase over that of pure nanostructured nickel was attributed to 

carbon solid solution in both composite types, and to second-phase reinforcement in the 

nD composites. The Orowan effect has been assumed to be inoperative and the 

substitutional solute atoms arising from milling media contamination proved have a 

negligible strengthening effect in both composite types.  
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Chapter 5 – Tungsten-nanodiamond composites  

 

 

Nanodiamond and graphite have been milled with tungsten to produce, 

respectively, W–nD and W-G composite powders, while pure tungsten has been used as 

control. The major challenge in the tungsten-carbon composites lies in the dispersion of 

carbon particles in the metallic matrix while keeping the carbide reaction at a minimum. 

Processing windows for carbide minimization have been established by a systematic 

variation of the carbon phase fraction, milling energy and milling time, moreover the 

influence of the carbon allotrope on the formation of W carbides has been studied. 

Differential thermal analysis has been used to evaluate the composites thermal stability. 

As-milled W-40nD material has been consolidated by spark plasma sintering. Structural 

changes and carbide formation induced by milling and annealing have been investigated 

by X-ray diffraction and by scanning and transmission electron microscopy. The tungsten 

matrix of the W–20nD composite has been chemically dissolved to allow for a detailed 

analysis of the milled carbon phase. The strength level has been evaluated through 

microhardness tests.  

 

 

5.2   Results and discussion 

 

W–10nD, W-20nD, W–10G and W-20G composites were prepared by ball 

milling at a rotation speed of 200 rpm for milling times of 2 and 4 h. A higher nD fraction 

(40 at.% C) has been selected to evaluate the effect of milling energy on carbide 

formation using rotation speeds of 200, 300 and 400 rpm and milling times of 2 and 4 h. 

Pure W, milled at a rotation speed of 200 rpm for 4 h, has been used as control. 

DTA measurements for the W-20nD material milled have been carried out. The 

W-40nD material milled at 200 rpm for 4 h has been consolidated by spark plasma 

sintering at a temperature of 1073 K and under a load of 400 MPa for 3 min. 
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X-Ray Diffraction 

 

The study of the influence of carbon fraction on carbide formation milling experiments 

has been carried out using a rotation speed of 200 rpm and 4 h of milling time for 

mixtures of W with 10, 20 and 40 at.% nD, and a mixture of W with 20 at.% G. Pure W 

was used as control. Figure 5.1 presents diffractograms of the milled materials, where the 

intense tungsten peaks and the corresponding background level obscured the carbon 

phases. WC could be detected in all materials, while W2C was present only in the 

nanocomposites (Figure 1 (b) to (f)). Since the carbide formation sequence is 

WW2CWC [1], the WC in the composite materials is expected to originate 

essentially from milling media wear [2], as attested by the residual presence of this 

carbide in the milled pure W (Figure 5.1 (a)). The WC contamination increases with the 

carbon fraction and is higher for nD than for G, which is an indication of the hardness 

level attained during milling. The slightly higher presence of W2C detected in the W-20G 

material as compared with that of W–20nD (Figure 5.1 (c) vs (e)) demonstrates a higher 

dissolution rate and lower milling stability for the softer allotrope, in agreement with  the 

results obtained for the Cu and Ni matrices. 

The effect of milling energy on carbide formation has been investigated using W–

nD mixtures with 40 at.% C to better evidence the possible presence of W2C and/or WC 

formed by reaction milling. Figure 5.2 shows diffractograms for materials processed at 

200 rpm (for 2 and 4 h), 300 rpm (for 2 h) and 400 rpm (for 2 h). Modest amounts of WC 

were present in the materials milled at 200 rpm, with a slight increase for higher milling 

time; whereas W2C could only be detected after 4 h of milling at 200 rpm (Figure 5.2 (a) 

and (b)). Higher milling energy resulted in extensive carbide formation consistent with 

the WW2CWC sequence [1], with a major presence of W2C at 300 rpm and a 

conspicuous conversion to WC at 400 rpm (compare Figure 5.2 (c) and (d)). The present 

results show that there is an energy threshold below which carbide presence is incipient, 

i.e., rotations of 200 rpm are capable of producing W–nD composites by preventing 

extensive W carbide conversion while minimizing WC contamination from milling 

media. 
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Figure 5.1. Experimental X-ray diffractograms of pure W (a), W–G (10 and 20 at.%) (respectively, (b) and 

(c)), and W–nD (10, 20 and 40 at.%) (respectively, (d), (e) and (f)) after milling at 200 rpm for 4 h.  

  

 
Figure 5.2. Experimental X-ray diffractograms of W-40nD milled for 2 h at 200 rpm (a), 4 h at 200 rpm 

(b), 2 h at 300 rpm (c) and 2 h at 400 rpm (d).  
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Microstructural observations 

 

Heterogeneous structures resulting from insufficient milling have been observed 

for milling times of 2 h at 200 rpm, while longer milling resulted in soundly welded 

composite powders (Figure 5.3 (a) vs (b)). Sub-micrometer sized carbide inclusions with 

a slightly darker contrast could be detected in materials milled at 200 rpm (see arrows in 

Figure 5.3 (b)). Residual traces of cobalt originating from milling media wear have been 

found by EDS in all milled materials, attesting for an essentially exogenous source of the 

WC detected in Figure 5.1 (a) to (f) and Figures 2 (a) and (b).  Milling at 200 rpm for 4 h 

has been established as the best trade-off between homogeneity maximization and carbide 

minimization. Soundly welded composite powders have also been observed in the W-

20G material milled at 200 rpm for 4 h, however evident carbide inclusions have not been 

inferred from SEM results supporting the lower hardness level attained during milling for 

the W-20G material resulting in lower milling media contamination (Figure 5.3 (c)).  
 

 
Figure 5.3. BSE SEM images of the W-20nD milled at 200 rpm for (a) 2 h or (b) 4 h. W-20G milled at 200 

rpm for 4 h (c). The arrows indicate the W carbide inclusions. 

TEM observation of composite powders milled at 200 rpm for 4 h showed 

nanometric grains with mottled contrast and ill-defined boundaries, characteristic of high-

energy non-equilibrium states induced by intense deformation (Figure 5.4 (a)). Carbon 

nanoparticles, readily identifiable due to their low atomic number contrast (see arrows in 

Figure 5.4 (a)), presented sizes in the 5-10 nm range and were homogeneously dispersed 

in the metallic matrix. Due to their low volume fraction carbide particles could not be 
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detected in TEM micrographs or electron diffraction patterns of the composite materials 

(Figure 5.4 (b)).  

The intense scattering by the metallic matrix hindered a detailed investigation on 

the embedded carbon particles, which could only be further scrutinized after W etching. 

TEM observation of the extracted material showed a high proportion of 5-20 nm particles 

presenting the diamond structure (Figure 5.4 (c) and (d)), as well as individual W2C 

particles, with diameters in the 20-50 nm range (Figures 5.4 (e) and (f)). The W2C 

particles resulting from the carbide reaction have thus much smaller size than the carbide 

inclusions originating from milling media contamination (see Figure 5.3 (b)).  
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Figure 5.4. (a) Bright-field TEM image of the W–20nD material milled for 4 h at 200 rpm. (b) Diffraction 

pattern obtained from a large area similar to (a) with integrated radial profile (W simulation included with 

legend in nm-1). The arrows indicate low–atomic number regions. Bright-field TEM images of the particles 

extracted from the milled W–20nD composite showing both nD (c) and W2C particles (e). (d) Ring 

diffraction pattern obtained from a large area similar to (c) with integrated radial profile (diamond 

simulation included with legend in nm-1). (f) Ring diffraction pattern obtained from a large area similar to 

(e) with integrated radial profile (W2C simulation included with legend in nm-1). 
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Consolidated material  

 

Figure 5.5 shows a representative microstructure of the W–40nD composite 

consolidated by spark plasma sintering. In contrast to the Cu-0.1Cr-10nD material 

consolidated under identical SPS conditions (1073 K under a load of 400 MPa), the W-

40nD is highly porous with no evidence for prior powder boundaries responsible for 

bonding the Cu-0.1Cr-10nD powder. 

An analogous study with tungsten and microdiamond demonstrated that SPS at 

1423 K results in higher density although this temperature favors carbide formation [3]. 

Indeed, tungsten carbide is usually synthesized by direct reaction of tungsten and carbon 

at similar temperatures (1673-1873 K [1]). Consequently, in order to minimize carbide 

formation while maximizing densification, spark plasma sintering below 1200 K 

followed by hammer forging has been suggested [3-5]. This approach is valid for 

consolidation of W-nD composites such as the ones produced in the present study and is 

meant for future work. 

 
Figure 5.5. BSE SEM image of the W-40nD material milled at 200 rpm for 4 h and subsequently 

consolidated by spark plasma sintering. 
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Strength and thermal stability 

 

Table 1 lists the microhardness values for pure W, W–G (20 at.% C) and W–nD 

(10, 20 and 40 at.% C) materials after milling at 200 rpm for 4 h. Microhardness values 

obtained after continuous heating up to 873 K at 20 K.min-1 are also presented for pure 

W, W–20nD and W–20G. Due to the lack of homogeneity the strength of the 

consolidated material has not been investigated. 

Dispersion of nD was expected to induce reinforcement of the metallic matrix due 

to the potential load bearing ability of diamond, while significant reinforcement was not 

anticipated for the graphite dispersion due to the soft nature of this phase. Yet all 

nanocomposites showed significant hardness increase over milled pure W: ~33 % for W–

nD (10, 20 and 40 at.% C) and 17 % for W–G (20 at.% C). The hardening effect in the W–

20G composite may be partially justified by the presence of carbides as well as by 

metastable C solubility. Nevertheless, it should also be noticed that graphite tends to 

amorphize during milling [6] and amorphous carbon with a high fraction of sp2 bonds can 

attain hardness values as high as 20 GPa [7–9]. The similar hardness level attained by the 

10, 20 and 40 at.% W–nD composites indicates that strength saturates for an nD fraction 

of about 10 at.% nD.  

The heat exposed materials showed hardness levels comparable to the as-milled 

composites attesting for high thermal stability up to 873 K, while the DTA curves 

evidenced a stable chemistry up to about 1200 K (see Figure 5.6).  

 
Table 5.1. Microhardness values of pure W and W–G and W–nD materials milled at 200 rpm. Pure W, W–

20nD and W–20G exposed to continuous heating up to 873 K at 20 K.min-1 are also presented. 

 

 

 

 

 

 

 

 

 

Conditions Vickers Microhardness (GPa) 
as-milled Pure W (4 h) 16.1 ± 0.8 
as-milled W–20G (4 h) 18.9 ± 0.6 

as-milled W–10nD (4 h) 21.1 ± 1.1 
as-milled W–20nD (4 h) 21.4 ± 1.1 
as-milled W–40nD (4 h) 21.6 ± 1.3 

4 h as-milled pure W and heated up to 873 K 15.8 ± 1.1 
4 h as-milled W–20G and heated up to 873 K 20.1 ± 1.1 
4 h as-milled W–20nD and heated up to 873 K 21.7 ± 1.2 
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Figure 5.6. DTA heating curve of the W–20nD material milled at 200 rpm for 4 h.  

 

5.3   Summary 

 

W–nD and W–G composites can be processed by mild-energy milling at 200 rpm 

with 4 h of milling time. These conditions allow producing nanostructured metallic 

matrices with well-dispersed carbon particles, while keeping at a minimum both carbide 

formation and contamination by milling media. The materials produced present a 

remarkable strength increase over that of pure tungsten and are thermally stable under the 

conditions studied. Ensuing consolidation involving techniques such as spark plasma 

sintering is expected to preserve the nanostructured nature of the materials, however a 

compromise between carbide formation and full densification must be established in 

order to achieve tailored W consolidated composites. 
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Chapter 6 – Transformation of nanodiamond into onion-like carbon  

 

 

6.1   Introduction 

 

Ball milling of nanodiamond in the presence of metals influences the subsequent 

transformation of this allotrope into onion-like carbon at high temperatures. The effect of 

20 at.% copper, nickel or tungsten on the subsequent transformation of milled 

nanodiamond has been scrutinized up to 1773 K through differential thermal analysis. 

Structural changes induced both by milling and heating have been investigated by X–ray 

diffraction, transmission electron microscopy and Raman spectroscopy. Carbide 

conversion and milling media contamination have been evaluated. In a parallel study, the 

in situ transformation of nanodiamond into onion-like carbon within a Ni-10nD 

composite has been investigated through extraction of the carbon phase after exposure of 

the whole material to high temperature. 

 

 

6.2   Results and discussion 

 

Nanodiamond powder has been milled with 20 at.% of Cu, Ni or W at a rotation 

speed of 200 rpm during 4 h as these milling parameters typically represent the best 

trade-off between structural homogenization, milling media contamination and carbide 

prevention. The materials produced are designated, respectively, by nD(Cu), nD(Ni) and 

nD(W). Exposure to high temperature has been carried out through DTA by heating at 20 

K.min-1 up to temperatures varying from 1323 to 1773 K. The transition of pristine (non-

milled) nD to onion like carbon has also been investigated for control. XRD 

measurements have been used to assess the presence of oxides and carbides in the milled 

and subsequently heat-exposed materials. This data assisted the identification of the 

transitions observed in DTA curves. Direct evidence for onion-like structures has been 

obtained by TEM observation. The OLC fingerprint obtained by Raman spectroscopy has 

been used to confirm the transition temperatures. 
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Nanodiamond to OLC transition 

 

The transformation of nD particles into OLC involves: (i) formation of graphite 

sheets at peripheral regions, (ii) connection and curvature of these sheets at the edges of 

diamond 111}{  planes with ensuing closure and (iii) inward progression of the 

transformation (see OLC formation scheme in Figure 1.1, Chapter 1) [1]. Diamond 

nanoparticles have dangling sp3 bonds at the surface, thus their elimination and enclosure 

by graphite sheets with their in plane sp2-hybridized bonds results in a decrease of the 

surface energy, which has been hypothesized as the driving force to continuously form 

graphite shells [2]. This transformation requires heating the nD particles at temperatures 

above 1400 K due to the high energy required to keep on breaking C–C bonds in inner 

diamond [2].  

The heat flow curves and their time derivatives, which help to identify subtle 

transitions, are presented in Figure 6.1 (gray and dark lines, respectively). The XRD data 

is shown in Figure 6.2. TEM micrographs and electron diffraction patterns of as-milled 

and heat-exposed materials are exhibited in Figures 6.3 and 6.4, respectively. The Raman 

spectra with subsequent heat treatments for pristine nD and for milled materials are 

presented in Figure 6.5. Contamination due to milling media wear has been assessed 

through the amount of Fe present as determined by EDS point analyses shown in Table 

6.1. 

 
Table 6.1. Milling media contamination for 4h of milling time and 200 rpm (average of 10 EDS point 

analyses). 

 

 

 

 

 
 

 

Material Fe (at.%) 
nD(Cu) 0.2 
nD(Ni) 0.1 
nD(W) 0.9 
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Figure 6.1. DTA measurements of the materials milled at 200 rpm for 4 h and pristine nD used as control. 

(a) Pristine nD, (b) nD(Cu), (c) nD(Ni) and (d) nD(W) materials. DTA curves appear as gray lines and the 

derivative curves as dark lines. Insets are included for identification of the carbon phase transitions.   
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Figure 6.2. Experimental X-ray diffractograms of the materials milled at 200 rpm for 4 h and subsequently 

heated: (a) nD(Cu), (b) nD(Cu) after DTA up to 1323 K, (c) nD(Ni), (d) nD(W), and (e) nD(W) heated up 

to 1173 K and (f) at 1323 K. The intense matrix reflections, and the corresponding background level, 

obscured the carbon phase peaks.  
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Figure 6.3. Bright-field TEM images of the carbon phases. (a) Pristine nD and as-milled (b) nD(Cu), (c) 

nD(Ni) and (d) nD(W) (d) showing particles with sizes in the 5-20 nm range. (d) Typical diffraction pattern 

of the nD particles with an integrated radial profile (diamond simulation included with legend in nm-1). 
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Figure 6.4. Bright-field TEM images of the heated-exposed materials. (a) Pristine nD powder heated up to  

1723  K, (b) nD(Cu) up to 1723 K, (c) nD(W) up to 1673 K, (d) nD(Ni) up to 1423 K, (e) nD(Ni) up to 

1573 K, (f) nD(Ni) up to 1673 K, and (g) characteristic diffraction pattern of the OLC particles with an 

integrated radial profile (graphite simulation included with legend in nm-1).  
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Figure 6.5. Raman spectra evolution with heat exposure for the (a) pristine nD, (b) nD(Cu), (c) nD(Ni) and 

(d) nD(W) materials.  
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The results presented in Figures 6.1 to 6.5 will be simultaneouly discussed below: 

• The changes in heat flow observed for pristine nD (Figure 6.1 (a)) point to an 

apparently exothermic phase transformation into OLC (see Figure 6.4 (a)). 

• The heat flow curve obtained for the milled nD(Cu) material clearly evidenced 

two endothermic transitions (Figure 6.1 (b)). The transition in the 800-1000 K 

range is associated with the reduction of Cu2O (Figure 6.2 (a)), which probably 

originated from the partially oxidized Cu powder used in the mill charge. During 

heating this oxide is reduced by carbon into metallic Cu, as shown by the XRD 

data obtained after heating up to 1323 K where Cu2O peaks are absent (Figure 6.2 

(b)). The reduction of Cu2O by carbon was investigated by Lee et al. [3], who 

showed that under vacuum metallic Cu starts to form at 673 K. The strong 

endothermic peak in the 1350-1400 K range corresponds to Cu melting (1358 K 

[4]). The derivative curve (see the inset in Figure 6.1 (b)) evidences also a subtle 

exothermic transition corresponding to the transformation of nD into OLC which 

is similar to the one observed for pristine nD (see magnified insets of Figures 6.1 

(a) and (b)). These results show that milling nD in the presence of Cu does not 

dramatically affect the transition temperature. 

• The heat flow curve obtained for the milled nD(Ni) material presented a strong 

endothermic peak in the 1550–1620 K range, which is likely to correspond to 

melting of a binary or ternary eutectic mixture (according to the Ni-C equilibrium  

phase diagram the Ni + C eutectic melts at 1600 K [5] and contaminants may 

lower the transformation temperature). The XRD data showed no evidence of NiO 

or Ni3C (Figure 6.2 (c)). In any case, the Ni3C carbide is unstable and decomposes 

at temperatures within 523-673 K [6], which is a range of temperatures 

substantially lower than the ones required to transform pure nanodiamond into 

onion-like carbon [1,2]. The derivative curve (see the inset in Figure 6.1 (c)) 

evidences a subtle endothermic transition corresponding to OLC formation as 

attested by the TEM observations after heating up to 1573 K (Figure 6.4 (e)). 

Comparison with Figure 6.1 (a) and (b) shows that milling with Ni tends to lower 

the OLC transformation by about 100 K. Furthermore, the transformation appears 

to have acquired an endothermic character. 
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• The heat flow curve obtained with the milled nD(W) material exhibits two strong 

peaks (Figure 6.1 (d)). XRD analysis could not detect WO2, WO3, WC or W2C in 

the as-milled material (see Figure 6.2 (d)), however heat exposure resulted in 

extensive carbide formation: heating up to 1173 K induced the formation of W2C 

with a still significant presence of metallic W (Figure 6.2 (e)); heating up to 1323 

K resulted in intense WC peaks, although minor W2C and W peaks were still 

detected (Figures 6.2 (f)). Thus, the endothermic peak in the 1090–1140 K range 

is consistent with W2C formation, while the exothermic peak in the 1210–1290 K 

range is related to WC formation according to a W→W2C→WC sequence [7]. 

The derivative curve shows that the endothermic transformation associated with 

OLC formation is similar to the one observed for the nD(Ni) system (compare the 

insets in Figure 6.1 (c) and (d)). 

• Significant contamination originating from milling media wear was expected to 

occur owing to the high hardness of the carbon allotrope used in the mixtures. 

Nevertheless, the fraction of Fe (Table 6.1) attested for a fairly low contamination 

and these results demonstrate that, at the nanoscale, diamond produces minimal 

wear due to a self-lubrication mechanism [8]. The higher iron content detected for 

nD(W) may be justified by the hardness difference between the DIN 1.4034 

stainless steel and residual milling products such as hardened tungsten and 

tungsten carbide. 

• TEM observations demonstrated that the nanodiamond structure was preserved 

during the milling operation for all metal dopants (see Figure 6.3). Depending on 

the maximum temperature imposed, all materials transformed into spherical OLC 

particles with diameters of about 5 nm. The OLC particles exhibited fringes with 

the typical (002) interplanar spacing of graphite (0.34 nm) and produced electron 

diffraction patterns compatible with the graphite structure (see Figure 6.4 (g)). 

The successive stages of the transformation are shown in Figure 6.4 for the Ni 

dopant: the graphite sheets formed initially do not always present a perfect onion-

like structure (d), subsequently nearly perfect OLC particles can be found 

throughout the material (e) and eventually, at even higher temperatures, these 

structures are destroyed and tend to form entangled graphite sheets (f). 
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• The Raman spectra of the milled materials (bottom lines in Figures 6.5 (b-d)) are 

similar to that of pristine nD (Figure 6.5 (a)) showing that the materials remain 

stable during milling, in agreement with the TEM observations. The typical 

nanodiamond Raman spectrum displays a band at 1050-1200 cm-1 that is likely to 

correspond to Trans-polyacetylene, exhibiting Raman peaks at 1125 cm-1 and 

1480 cm-1 [9]. The peak at ~1320 cm-1 corresponds to structural sp3 vibrations and 

the observed downshift (~10 cm-1) is related to the phonon confinement effect in 

nanoscale particles [10,11]. The broad band at 1400-1700 cm-1 is probably a 

convolution of the 1480 cm-1 Trans-polyacetylene peak and a sp2 Raman peak 

originating from the outer graphite-like layers that envelope the diamond cores of 

nD powder [12,13]. Nevertheless, the milled nD(W) material become a mixture of 

diamond and sp2 carbon phases (evidenced by the band at 1600 cm-1). The sp2 

carbon peak is also associated with the presence of tungsten carbides formed 

during ball milling [14] (previously observed in W-20nD composite, Chapter 5). 

The excessive noise observed in Figure 6.5 (b) is attributed to the influence of 

oxides present in the milled nD(Cu) material (see Figure 6.2 (a)).  

• The Raman results revealed that heat exposure eliminated Trans-polyacetylene 

from the pristine nD and milled materials. This conclusion has been corroborated 

by the DTA derivative curve insets presented in Figures 6.1 (a) and (b) that show 

minor broad bands from 1300-1500 K, which are expected to be related to the 

Trans-polyacetylene evaporation. During annealing treatment of pristine nD at 

1073 K, the band associated to the Trans-polyacetylene was clearly present (see 

Chapter 4, Figure 4.6 (a)), however after heating up at 1553 K (Figure 6.5 (a)), no 

evidence of Trans-polyacetylene could be inferred. The increase of temperature 

caused a peak emerging from the 1530-1650 cm-1 band in the milled materials, 

which evolved towards the synthetic graphite Raman fingerprint. The 

phenomenon was previously demonstrated by Kuznetsov and Butenko [1] and by 

Obraztsova et al. [15] to represent the transition of nD particles into graphitic 

sheets that tend to close into OLC. The process for pristine nD culminates at 1800 

K [1,15]. Nevertheless, higher temperatures tend to revert the transformation, and 
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the OLC particles transform into polygonized particles with hollow centers or 

graphite-like ribbons with parallel graphitic planes [1].  

• The OLC fingerprint could not be clearly detected for the pristine nD heated up 

up at 1773 K. However, OLC particles have been observed at 1723 K (see Figure 

6.4 (a)), in agreement with a transition onset at 1500 K (see Figure 6.1 (a)) and 

finish below 1773 K. The OLC fingerprint has been detected after heating the 

milled materials up to 1573, 1673 and 1723 K for, respectively, nD(Ni), nD(W) 

and nD(Cu). These results imply that the transition temperature is lowered by 

milling nD with metals, possibly due to the structural defects induced by milling 

associated to a catalytic effect of the metals, especially in the case of Ni. The 

presence of tungsten carbides and milling media contamination (see Table 6.1) 

may also have contributed to lower the OLC transition temperature. 

• After heating at higher temperatures the Raman spectra display configurations 

equivalent to those observed for pristine nD heated up to 1773 K (Figure 6.5 (a)) 

suggesting that the OLC particles receded into sp2 carbon structures (see Figure 

6.4 (f)). Nevertheless, this behavior has not been detected for the heated nD(W) 

material which indicates that the OLC transformation reversion requires higher 

temperature ranges than the nD(Cu) and nD(Ni) milled materials or that this 

behavior is also influenced by the presence of tungsten carbides that are stable 

above 1573 K [16]. 

 

 

In situ OLC formation  

 

A parallel study investigated the in situ OLC transition occurred within a Ni-10nD 

composite (milled for 4 h at 200 rpm) due to heat exposure of the material up to 1673 K. 

The carbon phase was chemically extracted from the Ni matrix following the procedure 

described in Chapter 2 in the Ni-carbon composites section. 

Similarly to the heat-exposed nD(Ni) material, the carbon phase in the Ni-10nD 

composite exhibited approximately spherical OLC particles (Figure 6.6 (a)) together with 

sp2 sheets and graphitic particles with hollow centers (Figure 6.6 (b)). Ring diffraction 
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patterns obtained from the extracted carbon phase (Figure 6.6 (c)), are analogous to the 

ones obtained for the milled materials (Figure 6.4 (g)).  

OLC shows interesting electronic [17,18] and self-lubricating [19,20] properties 

that may be interestingly combined with the ones presented by metals. The processing 

route described can be employed to disperse OLC in metallic matrices. Direct milling 

with metals to form composites is expected to destroy the OLC in a similar way to what 

has been described for nanotubes [21]. Severe grain growth can be expected for the metal 

as a result of the heat-treatment required for the nD to OLC transition. Nevertheless 

subsequent cold deformation processes may be used to refine the matrix. The present 

results evidence the potential of the method to produce metal-OLC composite materials, 

and to the author’s best knowledge no literature reports can be found on such composites. 

 
Figure 6.6. (a) and (b) Bright-field TEM images of the extracted Ni-10nD composite milled heated at 

1673 K. (c) Ring diffraction pattern with integrated radial profile (graphite simulation included with legend 

in nm-1).  
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6.3   Summary 

 

Raman spectra demonstrated that nanodiamond particles remained largely unaffected by 

ball milling in the presence of metals, as observed for the composites. Heat exposure 

induced the transformation of nD particles into approximately spherical onion-like carbon 

particles. However, milling in the presence of metals influenced the subsequent transition 

and DTA measurements have been used to determine the onset of the OLC transition. 

Overall milling nD in the presence of metals lowers the OLC transition temperature 

according to following sequence: nD(Ni)<nD(W)<nD(Cu)<nD. The effect may be 

justified by the introduction of structural and a possible catalytic effect of the metals. The 

in situ OLC phase transition in the Ni-10nD nanocomposite has been demonstrated and 

the potential of the method for the development of a metal-OLC composite has been 

suggested. 
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Chapter 7 – Concluding remarks  

 

  The present work focused on the production of metal-carbon composites with 

nanostructured matrices covering the whole range of carbon affinity: copper that shows 

extremely reduced affinity towards carbon phases, and nickel and tungsten that are mild 

and strong carbide formers, respectively, displaying thus intermediate and strong carbon 

affinities. The processing requirements for each nanocomposite type have been 

established by systematic variation of the milling parameters. Contamination arising from 

the milling media has been quantified and shown to be minor for all the composites 

studied.  

  High-energy milling was employed in copper materials resulting in apparent 

bonding at the Cu/carbon interfaces, while for nickel- and tungsten-based materials, mild-

energy milling demonstrated to be effective in preventing carbide formation and in 

originating soundly welded composite powders. The materials produced with 4 h of 

milling time have been thoroughly investigated for all the composites, as this condition 

represented the best trade-off between homogeneity maximization, particle dispersion, 

limited milling media contamination, and carbide minimization. 

The effect of milling time and heat treatment temperature on copper and nickel 

grain size evolutions has been quantitatively assessed. However for tungsten due to a 

significant presence of tungsten carbides formed during milling (whose X-ray diffraction 

peaks overlap with pure tungsten ones), the grain size evolution could not be determined.  

The as-milled microstructures displayed nanometric grains with mottled contrast 

and ill-defined boundaries, characteristic of high-energy non-equilibrium states induced 

by intense deformation. Carbon phases were readily identifiable due to their low atomic 

number contrast and were homogeneously dispersed in the metallic matrices. The nD 

particles presented sizes in the 5–20 nm range while graphite particles were typically 

around 20 nm in size. Higher aspect ratios have been observed for the graphite particles 

as a resulted of the intense localized deformation imposed on the relatively soft carbon 

phase. The nanocomposites exhibited an apparent interfacial bonding between matrices 

and carbon phases.  
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The chemical dissolution of the metallic matrices allowed for a detailed analysis 

of the structural changes induced in the carbon phases. As demonstrated by XRD, TEM, 

and Raman spectroscopy the diamond structure was preserved in nD after milling 

whereas graphite tended to amorphize. For the W-20nD composite, chemical extraction 

also revealed the presence of individual W2C particles, with diameters in the 20–50 nm 

range, formed during milling. Nevertheless, these particles were present in a minor 

proportion. 

Graphitization of the nD particles occurred in situ during annealing of the 

composites at 973 and 1073 K. This transformation was assisted by structural defects 

induced by milling and the possible metal doping, as attested by the higher temperatures 

required for graphitization of pristine nD. The amorphous carbon present in the as-milled 

Ni-10G composite converted into graphite sheets during annealing at 973 and 1073 K, 

which indicates that graphitization has also been assisted by the prior milling in the 

presence of Ni since full graphitization of the amorphous material requires temperatures 

above 2273 K. 

The Cu-10nD composite achieved higher Cu matrix refinement than the Cu-10G 

one, which has been proposed to result from an additional milling mechanism between 

the milling media balls and the nD particles. The Ni-based composites showed the 

opposite behavior, since Ni–10G presented a stronger grain size decrease with milling 

time than Ni–10nD, which was attributed to the solid solution effect on peak broadening 

of the former matrix.  

Remarkable microhardness enhancement has been achieved for the Cu- and Ni-

based nanostructured composites over that of pure metals of comparable grain sizes: ~50 

% for Cu–10nD, ~ 20% for Cu–10G and ~70% for Ni-10nD and Ni-10G. Since no 

significant strengthening could be detected for an as-milled Cu–0.1Cr–10nD composite in 

relation to Cu-10nD, it has been inferred that interfacial bonding was not significantly 

improved with Cr dissolution in the matrix. A linear additive model has been used to fit 

the contribution of several strengthening mechanisms to the experimental hardness values 

of the Cu- and Ni-based composites. Grain refinement proved to be the major 

contribution, although second-phase reinforcement, Orowan strengthening and solid 

solution hardening had important roles on the composites strength. 
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A rather high thermal stability has been achieved by the Cu-based composites. 

Indeed after annealing for 1 h at 773 K, which corresponds to a homologous temperature 

of 0.57 for pure Cu, the Cu–10nD composite remained significantly harder (~ 40 %) than 

pure nanostructured copper, while the Cu–10G composite presented the hardness level of 

pure nanostructured Cu. The results obtained suggest that a solute drag effect maybe 

responsible for this behavior due to the extremely reduced solid solubility of carbon in 

the copper matrix. The Ni-based composites showed a poor thermal stability after heat 

treatments at homologous temperatures similar to those applied to Cu-based composites.   

Consolidation of Cu-10nD and Cu-0.1Cr-10nD milled materials by hot extrusion 

and spark plasma sintering (SPS) showed that high densification is attainable with these 

powder metallurgy routes. However, microstructural heterogeneity has been observed for 

SPS, where the presence of pure Cu layers at the prior powder boundaries demonstrated 

that melting at the powder particles surface assisted the sintering process. Both 

consolidated materials underwent moderate Cu grain grown, and the microhardness 

values remained at the level of pure nanostructured copper. 

Nanodiamond particles remain largely unaffected by ball milling in the presence 

of Cu, Ni or W (20 at.% proportion). When heated at temperatures ranging from 1573 to 

1773 K the milled nD particles transform into spherical onion-like carbon (OLC) 

particles. The transition temperature follows the nD(Ni) <nD(W)<nD(Cu)<nD(pristine) 

sequence. The OLC transition is thus assisted by structural defects induced by milling 

associated with a possible catalytic effect of metallic dopants. The OLC phase 

transformation has been demonstrated to occur in situ during annealing of a Ni-10nD 

nanocomposite, resulting in a metal-OLC composite.  

 

 


