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Abstract
People’s lives are always threatened by various diseases. The role of health and medical services, in particular medicine, is
undeniable in protecting their lives. Timely preparation and providing medicine for patients is vital since medicine shortage
can endanger their lives while excessive accumulation of medicine can put them at expiration risk and waste health budgets.
To this end, in this paper, we aim at introducing a model for the prediction of commonly used medicine (type and amount) in
hospitals. For that, in our applied research, we initially used patients’ data from the Afzalipur Hospital in Kerman collected
for 3 years consisting of 283 features, which included over 9351 different medicine and 121,690 patients. Then, nine features
were selected using experts’ feedback and were fed into the random forest and neural network algorithms. For the prediction
task, medicine types and their amounts were predicted for each individual using different training sets. In addition, the right
prediction time was also found which is when predictions have a promising accuracy while the executive team of a hospital
has enough time to provide the right amounts of the most used medicine. The performance of algorithms was evaluated using
a confusion matrix (precision, recall, F1, and accuracy metrics). Our results showed that the random forest had a promising
performance in predicting the amounts of the most used medicine for a month using 2 years of data (accuracy 83.3%) while
its accuracy in predicting medicine was 35.9%. Therefore, we conclude that the random forest algorithm has the potential to
effectively and accurately predict medicine amounts by analyzing large amounts of data and detecting patterns that may not
be easily discernible to humans.

Keywords Drug target predictions ·Random forests ·Computer neural network ·Machine learning ·AI (artificial intelligence)

1 Introduction

People’s health is completely dependent on medicine, and
one of the most important criteria in the health system of any
country is the amount of medicine consumed in that country.
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Medicine often poses an excessive cost to individuals and the
healthcare system. Global budget spending on medicine in
2020 was around 1.3 trillion dollars while the United States
alone spent around 350 billion dollars on it. These budgets
are expected to rise at a rate of 3% to 6% annuallyworldwide.
Fundingmedicine becomesmore challengingwhenwe know
that the lack of resources in providing medicine and unequal
access to it can negatively influence this rate [1].

Regarding the mentioned challenges, accurate manage-
ment of supplying medicine is essential. The final goal of
this management is the timely preparation and distribution
of medicine among patients since the medicine shortage can
endanger their lives, and on the other hand, excessive accu-
mulation of medicine can put medicine at risk of expiration
and waste health budgets.

In the past, traditional and simple methods have been
used for estimating and predicting the requiredmedicine. For
instance, providing and storing a huge bulk of flu medicine
in the autumn and winter seasons. Today, accurate and
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cost-effective methods have been introduced and used in
developed countries for the prediction of required medicine
that work based on evidence (e.g., dosage) and uncertainty
variables [1–4]. These methods focused on various topics,
such as medicine prediction [5–11], or medicine cost predic-
tion [12–17].

Mahajan and Kumar implemented a time-series model to
predict the sales of pharmaceutical distribution companies
[18] using various approaches, such as the ARIMA method
[19], neural networks [20], advanced neural networks [21],
and fuzzy neural networks [22]. Their results showed that the
method could make an approximate prediction in real-time.
Neural networks have also been used in [23]. In this study,
Chang and his colleagues performed a weekly forecasting of
pharmaceutical products using a deep neural network [24].
For the evaluation, a week-ahead sales prediction was done
using 3 years of daily sales, which were grouped weekly.
In another study, researchers used quantum neural networks-
QNNs [25] to predict the exact generic medicine for a patient
by considering disease factors [26]. For that, initially, the
symptoms of disease (105 symptoms) were categorized by
experts. To assess, the results of support vector machines
(SVMs) [27], Bayes [28], random forest—RF [29], andQNN
were compared, which theQNNmodel had reached the accu-
racy of 95%.

Alves predicted the demand for hospital consumables [30]
using neural networks—RNN [31], SVM, and RF with the
help of parametric methods, such as Holt-Winters model
exponential smoothing [32], and the ARIMA method [19].
Results revealed that the machine learning algorithms were
able to produce the lowest average prediction error. It was
also concluded that the classification of items directly affects
the performance of the prediction models. In a similar study,
authors presented a model to use large data sets (50 vari-
ables collected from 101,766 patients in 120 hospitals) for
recommending new medicine to diabetic patients [33]. Ten
variables were selected via feature selection methods and
fed into the RF, multilayer perceptron—MLP [34], logistic
regression—LR [35], J48 [36], and SVM algorithms, which
RF and MLP had the best performance. RF, NN, and other
methods like linear regressionwere also applied byMbonyin-
shuti et al. to predict the future trends in demanding the ten
most used medicine in Rwanda [37]. To evaluate the results,
predictions were compared with the actual values. Results
showed that the RF had the best performance. In another
study, the same authors used the RF model to predict the
demand for essential medicine for non-communicable dis-
eases (NCD) based on past consumption data [38]. Their data
included more than 500 medicine, and only 17 of the most
used ones were selected for the prediction task. The evalua-
tion showed that the RF model could accurately predict the
medicine for a month.

In [39], a model was introduced to assist patients in find-
ing appropriate medicine for their diseases, which can be
extended by hospitals to predict their needs. This model ana-
lyzed the history of a patient to check for any side effects of
a suggested medicine. In addition, it checked the weather
conditions and local maps (via Google’s API) where the
patient was located, so that he/she could find nearby drug-
stores that have the medicine. In another study, researchers
designed a preliminary prediction approach. It worked based
on a dynamicmeta-analysis to predict the temporary sale of a
new generic medicine when there is a complete lack of infor-
mation [40]. During the evaluation, a dynamic meta-analysis
of the release parameters was able to predict the cycle of
the medicine. Performance evaluation verified a high degree
of accuracy between the previously observed values and its
predicted average.

Despite the use of modern predicting methods by the
aforementioned studies, these studies often ignored the time
factor in their predictions. In addition, these methods were
usually implemented and used in developed countries and
have not been widespread in third-world countries. In the
least developed countries, hospitals and medical centers still
use traditional methods to estimate their required medicine.
Traditional methods are not very complicated and do not
have high accuracy [1]. The low accuracy of these methods
can have various reasons, including not taking into account
conditions, such as the amount ofmedicine producedby com-
panies, medicine price variation, lack of raw materials, etc.,
which can have a high and direct impact on the amount of
production and consumption of medicine. Machine learn-
ing (ML) methods can be applied as a solution to prevent
an unreasonable increase in medicine stock and, as a result,
mutation of their price.

To this end, in this study, our goal is to apply ML-based
methods to predict the need (amounts and types of medicine)
for the most used medicine in a hospital and evaluate the
prediction results. To achieve our goal, we split our main
goal into sub-goals and achieve them one by one. Our sub-
goals are as follows:

• Finding the most used medicine in a hospital.
• Detecting informative data features for the prediction
task.

• Developing ML algorithms to predict amounts and types
of medicine.

• Evaluating the performance of the prediction algorithms.
• Improving the accuracy of the prediction algorithms.

To achieve our goal, we initially collected data on
medicine used by patients in Afzalipur Hospital in Kerman.
It was collected from 2018 to 2020 and included the data of
9351 different medicine prescribed to 121,690 patients.

In brief, the contribution of our work is the following:
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• Generating a hospital dataset collected for 3 years includ-
ing 283 features.

• Proposing a model to predict the most used medicine of
a hospital using ML techniques a month ahead.

• Proposing a model to predict the amounts of the most
usedmedicine of a hospital usingML techniques amonth
ahead.

• Finding prediction time. It is when the predictions have a
promising accuracywhilemanagement teamof a hospital
has enough time to provide the right amounts of the most
used medicine.

• Finding a prediction model that constantly has a promis-
ing accuracy.

• Enhancing the prediction accuracy using a class balanc-
ing technique.

2 Researchmethodology

Our study is an applied research. In this section, we detail
our prediction approach, describe what type of data is col-
lected, how the most used medicine are identified, and what
algorithms are used for the prediction task. In addition, we
explain how we apply a feature selection technique to drop
insignificant data attributes to improve prediction accuracy.
Figure 1 depicts a general view of our approach and the steps
it takes for the prediction.

2.1 Data collection

Our data were collected from the Afzalipur Hospital in Ker-
man from the beginning of 2018 to the end of 2020 (the
hospital did not give us the permission to collect more than 3
years of data), including 283 clinical and demographic fea-
tures. This data was collected using Shafa software, which is
designed to store prescribedmedicine for patients of this hos-
pital. The inclusion and exclusion criteria for data gathering
were:

Inclusion criteria:

• Inpatients and Emergency Department (ED) patients’
data including:

– Demographic data, such as age and gender.
– Clinical data, such as laboratory tests, prescribed
medicine, diagnosis codes, physicians codes.

– Geographic data, such as patients’ home address.

Exclusion criteria:

• Outpatient data.
• Irrelevant patients’ data, such as phone number, and edu-
cation.

• Insurance and payment related data.

Table 1 details the data for each year. As presented in this
table, the number of admission in 2020 was much less than
in 2018 and 19. It was due to the reason that this hospital was
mainly assigned for the Coronavirus disease 2019 (COVID-
19) cases.

Figure 2 shows the prescription amounts of eachmedicine.
Themost usedmedicinewas prescribed less than 400K times
in 3 years, and the least onewas cisplatin/vial/0.5mg/ml, 100
ml, which was prescribed only once. Among 9351 medicine,
1057 of them have been prescribed more than 1000 times.
After an initial analysis, it was found that the medicine with
the highest prescription was “plastic distilled water,” which
is not a medicine. So, these kinds of medical items were
ignored in our data.

2.2 Data pre-process

Preprocessing played a pivotal role in our process and took
a considerable amount of our time. Our preprocessing phase
was conducted in three steps usingR programming language.
In the first step, we ignored the records having missing (null)
or invalid data and did not consider them in the prediction
process.

In the second step, duplicated variables were removed
from the data set. As mentioned earlier, the initial data con-
sisted of 283 variables, some duplicated and stored with
different names in different columns. Therefore, these types
of variables were also ignored.

In the last step, it was found that several admissions had
negative values for the amounts of prescribed medicine. It
happened due to mistyping the amounts by operators, and
also the improper design of the system in not allowing invalid
amounts. After a consultation with an expert, these values
were considered positive.

2.3 Identify target medicine

As stated before, we aim at predicting the type and amounts
of the most used medicine in a hospital. For that, we initially
needed to estimate the amounts of each medicine. Due to the
negligence of operators and faulty design of the database,
there were medicine stored having different IDs (Table 2).
For instance, chlorsodium dextrose serum was stored having
five various IDs. To solve this problem, we unified all IDs
for a single medicine and accumulated their amounts. Due to
the sensitivity of our field, this step was done manually. We
then analyzed the amounts of all medicine and found that
20 medicine had a clear distance from the rest. Therefore,
we only concentrated on them. Table 2 shows the top 20
medicine along with their ID and amounts.
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Fig. 1 Research methodology

Table 1 Number of admissions,
medicine, and total amounts of
prescription

Year # Admission # Different medicine # Prescribed medicine # System records

2018 48,012 4032 4,063,539 2,132,075

2019 45,171 4066 3,994,663 2,231,849

2020 28,507 3467 42,35,229 2,029,816

Total 121,690 9351 1,2293,431 6,393,740

Fig. 2 Medicine and their
amounts

2.4 Feature selection

Feature selection is a technique to identify the relevant
and informative data attributes while discarding the redun-
dant and irrelevant ones [41, 42]. It has several benefits.
It avoids an overfitting problem [43], facilitates the inter-
pretability (easy to understand) of the prediction results
[44–46], enhances the learning speed, reduces the storage
volume, and decreases the noise caused by redundant and
irrelevant attributes [47]. To this end, we used Boruta method
that works based on an RF algorithm [48]. It iteratively com-
pares the importance of original attributes with the shadow
ones (created by shuffling the original attributes). The origi-
nal attributes having lower importance than the shadow ones
are dropped while the higher ones are kept as the main (con-
firmed) attributes. The shadow attributes are regenerated in
each iteration. Boruta stops when no confirmed attributes are
left or the stop criteria is met (i.e., max iteration).

By applying the Boruta, only one attribute was detected as
the confirmed one. After discussing the results with experts,
we concluded that we do the feature selectionmanually using
the experts’ feedback. Therefore, after discarding the dupli-

cated features (40 features), constant features (100 features),
and the irrelevant ones (134 features), we ended up with nine
features including patients’ age, blood type, sex, diagnosis
code, disease code, physician code, admission month, pre-
scribed medicine and their amounts for each patient.

2.5 Prediction algorithms

After determining the informative features and discarding
the irrelevant ones, we have applied the regular form of two
predictive algorithms, random forest (RF) and neural net-
work (NN) for the prediction task. The hyper-parameters of
these models were tuned using a fivefold cross-validation
technique (detailed in Sect. 2.6).

Random forest (RF) is a combination of decision tree pre-
dictors. Trees are depending on values of random vectors,
which are sampled independently while having the same dis-
tribution [49, 50]. RF is commonly used by researchers and
has several advantages, such as high accuracy, modeling the
complex interactions among predictor attributes, handling
data with numerous features, working well with both contin-
uous and categorical values, being flexible to both regression
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Table 2 Top 20 medicine with their ID and amounts

Medicine Amount ID01 ID02 ID03 ID04 ID05 ID06

Dextrose chlorsodium serum 0.3% injection 0.5 l 178,025 65,165 53,607 54,922 65,031 52,363 –

Sodium chloride serum injection bottle/0.9%/0.5 l 177,304 42,870 52,384 54,345 46,789 65,004 56,707

Sodium heparin/ampoule/5000 units/1 l 128,955 51,857 55,200 53,788 56,339 – –

Clindamycin Phosphate/Ampoule/300 mg/2 ml 89,876 51,844 46,009 55,275 – – –

Vancomycin/vial/500 mg 58,411 56,543 48,179 – – – –

Dexamethasone/ampoule/8 mg/2 ml 57,110 65,019 51,847 – – – –

Pantazol vial / 40 mg 50,976 47,138 – – – – –

Ceftriaxone/vial/1 gram 50,264 45,785 51,841 – – – –

Calcium gluconate/ ampoule/ 10% 31,634 56,200 – – – – –

Potassium chloride/ampoule/10 ml 29,935 57,379 – – – – –

Naloxone/ampoule/0.4mg/1ml 29,352 56,354 – – – – –

Azithromycin/capsule/250 mg 27,688 56,221 – – – – –

Calcium carbonate/pill/500 mg 27,028 56,178 – – – – –

Pantoprazole/pill/40 mg 26,972 43,079 – – – – –

Sodium chloride serum bottle/injection/0.4%/0.5 liter 26,117 51,921 – – – – –

Famotidine/pill/40 mg 22,600 64,620 – – – – –

Furosemide/ampoule/20 mg/2 ml 22,187 46,813 – – – – –

Prednisolone/pill/5 mg 22,026 47,310 – – – – –

Ciprofloxacin/bag/200 mg/100 ml 21,251 46,524 – – – – –

Ranitidine/ampoule/50 mg 19,657 46,831 – – – – –

Sorted by their amount

and classification problems, reducing the over-fitting issue,
parallel computation, and robustness to emissions data due to
random sampling [51–53]. Neural networks (NNs) are made
of node layers, containing one input layer, one ormore hidden
layers, and one output layer. Each node (neuron) is connected
to another one and has an associated weight and threshold.
If the output of a node is more than a specified threshold,
that node is activated, sending data to the next layer. NN pro-
vide various advantages over traditional algorithms. They
learn from data and can implicitly detect complex nonlinear
relationships between dependent and independent variables
and also detect all possible interactions between predictor
variables. Therefore, they can be applied to solve complex
problems and are able to generalize (i.e., recognize patterns
in data that traditional algorithms may not). Moreover, they
are scalable and can handle large amounts of data quickly
and accurately. [54–58]. Due to the mentioned advantages,
RF and NN algorithms were selected for the prediction tasks.

Our prediction was twofold. We initially predicted the
amounts of medicine. Due to the reason that we had a lim-
ited amount of data for each medicine and the amounts of
medicine varied a lot, therefore, prediction of exact amounts
of a medicine could not be achievable since having one or a
few examples for each possible value does not make a pat-

tern. Therefore, by converting the amounts of medicine into
intervals, we would have at least X points for each medicine
which helps ML models to perform more accurately. Hence,
all amounts of the prescribedmedicine for patients were con-
verted into 10-point intervals (e.g., all amounts from 1 to 10
were assigned to the first interval and so forth), and then
these intervals were predicted. We then predicted the type of
medicine.

In total, twenty-four models were built for the prediction
task:

• Twelve predictive models (medicine and their amounts)
for a month using RF and NN methods using 1, 2, and 3
years of data (four models for each year).

• Twelve predictive models (medicine and their amounts)
for a season using RF and NN methods using 1, 2, and 3
years of data (four models for each year).

In our study, our training sets were the data of 1, 2, and
3 years while the test set was the data of a month/season.
Different amounts of data were used for training to analyze
how much data is needed for having a promising prediction
accuracy, and also monitor which method consistently works
better.
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2.6 Evaluation

Prescribing the right medicine is vital since the wrong pre-
scription can have the risk of death. Therefore, the high
accuracy of our models is of special importance. Our evalu-
ation was twofold. We initially found the optimal values for
the hyper-parameters of the models. For that, we used a five-
fold cross-validation technique along with the TuneLength
method in the R programming language. TuneLength con-
sidered five default values for each parameter and selected a
value that provided the highest accuracy for the prediction.
Then, we used the confusion matrix to estimate the perfor-
mance of the models. Based on this matrix, we calculated
various measures, such as accuracy, precision, recall, and F-
1 (Eqs. 1 to 4). The results for the last three measures (recall,
precision, and F-1) are presented in A.3.

Accuracy = TP + TN

TP + TN + FP + FN
(1)

Precision = TP

TP + FP
(2)

Recall = TP

TP + FN
(3)

F1 = 2 ∗ Precision ∗ Recall

Precision + Recall
(4)

In the above equations, the true positive (TP), false posi-
tive (FP), false positive (FP), and true negative (TN), are as
follows:

• True positive (TP): These are the cases where the model
predicted the positive class correctly.

• False positive (FP): These are the cases where the model
predicted the positive class incorrectly.

• False negative (FN): These are the cases where the model
predicted the negative class incorrectly

• True negative (TN): These are the cases where the model
predicted the negative class correctly.

3 Results

As explained, our predictions were made for a month/season
using different sets of training data:

• Prediction of medicine and their amounts for a month
using data of 1/2/3 years.

Fig. 3 Train and test sets

Table 3 Train and test sizes (number of records)

Predict a month

Training set 1 year 2 years 3 years

Train size 100,267 183,645 269,673

Test size 9050 9050 9050

Predict a season

Training set 1 year 2 years 3 years

Train size 80,103 163,481 249,509

Test size 20,164 20,164 20,164

• Prediction of medicine and their amounts for a season
using data of 1/2/3 years.

We initially evaluated the prediction accuracy of NN
and RF models. To generate the models, the data of one
month/season were used as a test set, and 1/2/3 years of data
were used as training sets (Fig. 3). In our study, we predict
the future requirements of the hospital based on the current
and past data. Therefore, since our prediction case is a time-
series case, we should have a sort of control over generating
test sets to ensure that the training sets are anterior to test
sets to have more reliable results. The sizes of these train and
test sets are mentioned in Table 3. As detailed in Table 1, our
general dataset included over 121,690 patients (described in
Sect. 2.1) and 9351 different medicine, which was collected
over 3 years (2018–2020).

To comprehend the results in this section better, we graph-
ically illustrate the frequencies of genders through months
(see Fig. 4). Figure 4 reveals that the frequencies of males
and females are relatively similar across all months.

Based on the results presented in Table 4, RF often out-
performed the NN models. In this table, the accuracy using
1 year of training data is usually lower than the rest of the
years. It could be due to not having enough data for training
the models. On the other hand, the accuracy of results using
3 years of data is less than 2 years, which might be because
of increasing the noise in the collected data that negatively
influences the accuracy. Considering the results in Table 4,
both models had their best overall performance using 2 years
of training data.
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Fig. 4 Gender frequencies per
month (2018–2020)

Table 4 RF and NN prediction
accuracy (before balance)

Test sets A month A season
Training sets 1 year 2 years 3 years 1 year 2 years 3 years Medicine

RF 24.22% 31.89% 27.15% 28.06% 28.49% 28.25%

NN 8.11% 28.79% 21.20% 9.23% 22.70% 28.90%

Training sets 1 year 2 years 3 years 1 year 2 years 3 years Amounts

RF 77.06% 83.35% 81.55% 77.69% 81.33% NA

NN 77.06% 10.77% 81.55% 77.74% 81.36% 79.31%

The best results are bolded

By analyzing the prediction results, we realized that the
accuracy of predicting medicine is significantly lower than
the accuracy of their amounts. It could be due to the rea-
son that all medicine were not prescribed in a balanced way,
and the prescription of some medicine was far more than
the others (Fig. 5). Since some predictive models are very
sensitive to imbalanced data, it is possible that this issue neg-
atively influences their performance. For this purpose, after
balancing the data of the prescribed medicine via SMOTE
technique [59], we re-evaluated the accuracy of the models.
As presented in Table 5, the accuracy of predicting medicine
has been significantly improved.

Although the accuracyofmedicinepredictionhas improved
after balancing, the accuracy of their amounts, which was
acceptable before balancing, has decreased. To this end, we
decided to use balancing only for the prediction of medicine
and not use it for their amounts.

Due to the reason thatRFoften outperformed theNNmod-
els and normally, the higher accuracies were obtained using
2 years of training data, our selection for the prediction is the
RF model using 2 years of training data for the prediction of
a month. The architecture for the final NN and RF models is
presented in Table 6. In addition, the error rates of NN and
RFmodels in Fig. 6 indicate the the error rates of the NN and
RF models using 2 years of data for predicting a month are
shown in Fig. 6. As presented in this figure, the error rates
for both models are very similar.

The confusion matrices of the models in Fig. 6 are pre-
sented in Tables 7, 8, 9 and 10. As shown in these tables, the
error in the prediction of medicines’ amounts is much less
than in predicting the medicine. These results are compati-
ble with the results presented in Table 4, where the accuracy
for the prediction of medicines’ amounts is higher than the
prediction of medicine.

4 Discussion

The evaluation results showed both RF and NN models had
almost the same accuracies (RF model had a slightly higher
accuracy) while the time to generate RFmodels was far more
than the NN models (results in A.2). The highest accuracy
in predicting the amount of medicine belonged to the RF
model, 83.3% (for a month) and 81.3% (for a season) using
2 years of data.Medicine predictionwas far less accurate, and
the best results using the RF model for a month and a season
were 31.8%and28.4%, respectively.Although the prediction
accuracy for the amount of medicine was acceptable, it was
low in medicine prediction. To enhance the accuracy, we bal-
anced the prescribedmedicine classes (reproducedmedicines
that were prescribedmuch less than the others). After balanc-
ing, the accuracies for medicine prediction raised to 35.9%
(a month) and 40.3% (a season).
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Fig. 5 Top 20 medicine and
their amounts

Table 5 RF and NN prediction
accuracy (after balance)

Test sets A month A season
Training sets 1 year 2 years 3 years 1 year 2 years 3 years Medicine

RF 83.18% 35.95% 39.53% 91.96% 40.36% 43.21%

NN 8.09% 28.76% 29.33% 9.22% 22.68% 28.90%

Training sets 1 year 2 years 3 years 1 year 2 years 3 years Amounts

RF 64.27% 81.71% 77.09% 72.53% 78.57% 75.21%

NN 64.16% 81.82% 77.09% 71.90% 78.57% 75.10%

The best results are bolded

Table 6 Architecture of final
models (RF and NN)

Test set A month A season –

Train set 2 years 2 years 2 years 2 years –

Prediction Medicine Amounts Medicine Amounts –

Random forest 500 500 500 500 # Trees

2759 1521 2799 2325 # Nodes

17 24 18 28 # Classes

Neural Network 7–1–17 7–1–24 7–1–18 7–1–28 Network topology

42 56 44 64 # of Weights

5 5 5 5 # of repeats

0.1 0.1 0.1 0.1 Learning rate

26 33 27 37 # Hidden layers

Table 7 Confusion matrix of
NN model to predict 1-month
medicine amount using 2 years
of data

Predictions
Sh Ds Sc Cp De Va Ce

Real values

Sodium heparin (Sh) 0 0 0 0 0 0 0

Dextrose serum (Ds) 28 753 97 15 2 5 1

Sodium chloride (Sc) 0 0 0 0 0 0 0

Clindamycin phosphate (Cp) 0 0 0 0 0 0 0

Dexamethasone (De) 0 0 0 0 0 0 0

Vancomycin (Va) 0 0 0 0 0 0 0

Ceftriaxone (Ce) 0 0 0 0 0 0 0
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Fig. 6 Error rates. Train set: 2 years, test set: 1 month

Table 8 Confusion matrix of
NN model to predict 1-month
medicine using 2 years of data

Predictions
Ds Sc Sh Va Az Pv Cg Cc Na Ci

Real values

Dextrose serum (Ds) 0 0 0 0 0 0 0 0 0 0

Sodium chloride (Sc) 185 260 226 54 49 64 38 12 13 2

Sodium heparin (Sh) 0 0 0 0 0 0 0 0 0 0

Vancomycin (Va) 0 0 0 0 0 0 0 0 0 0

Azithromycin (Az) 0 0 0 0 0 0 0 0 0 0

Pantazol vial (Pv) 0 0 0 0 0 0 0 0 0 0

Calcium gluconate (Cg) 0 0 0 0 0 0 0 0 0 0

Calcium carbonate (Cc) 0 0 0 0 0 0 0 0 0 0

Naloxan (Na) 0 0 0 0 0 0 0 0 0 0

Ciprofloxacin (Ci) 0 0 0 0 0 0 0 0 0 0

It is of interest that our results are compatible with the
ones presented in Mbonyinshuti et al. [38]. In this study,
the authors used the RF model to predict the need for NCD
medicine. Their results showed that the RF could accurately
predict the medicine a month ahead. In addition, Iqbal et al.
predicted futuremedicine consumption [60]. They stated that
the prediction should be made 15 to 30 days before the actual
time of medicine requirement.

4.1 Limitations

Like any other study, our study had limitations that can be
tackled in the future. These limitations are listed below:

• Noisy Data: Results showed that the accuracy did not
enhance by increasing the amount of data. It could be
because the noise increased with the increase of data,
which negatively affects the accuracy.
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Table 9 Confusion matrix of
RF model to predict 1-month
medicine amount using 2 years
of data

Predictions
Sh Ds Sc Cp De Va Ce

Real values

Sodium heparin (Sh) 0 0 0 0 0 0 0

Dextrose serum (Ds) 28 753 96 15 2 4 1

Sodium chloride (Sc) 0 0 1 0 0 1 0

Clindamycin phosphate (Cp) 0 0 0 0 0 0 0

Dexamethasone (De) 0 0 0 0 0 0 0

Vancomycin (Va) 0 0 0 0 0 0 0

Ceftriaxone (Ce) 0 0 0 0 0 0 0

Table 10 Confusion matrix of
RF model to predict 1-month
medicine using 2 years of data

Predictions
Ds Sc Sh Va Az Pv Cg Cc Na Ci

Real values

Dextrose serum (Ds) 3 0 1 0 0 0 0 1 0 0

Sodium chloride (Sc) 111 212 137 50 42 61 35 10 9 1

Sodium heparin (Sh) 71 48 88 4 7 3 3 1 4 1

Vancomycin (Va) 0 0 0 0 0 0 0 0 0 0

Azithromycin (Az) 0 0 0 0 0 0 0 0 0 0

Pantazol vial (Pv) 0 0 0 0 0 0 0 0 0 0

Calcium gluconate (Cg) 0 0 0 0 0 0 0 0 0 0

Calcium carbonate (Cc) 0 0 0 0 0 0 0 0 0 0

Naloxan (Na) 0 0 0 0 0 0 0 0 0 0

Ciprofloxacin (Ci) 0 0 0 0 0 0 0 0 0 0

• Faulty Hospital System: In the preprocessing phase,
we found that the Afzalipur Hospital system has serious
problems, including recording similar data in differ-
ent columns, patient admission with no date, or even
recording negative values for the volume of prescribed
medicine. Although some of the issues are due to the
inaccuracy of the system operator, the appropriate design
of the system can diminish thementioned issues to a large
extent. It can result in having certified data, which might
enhance the prediction accuracy and guarantee its relia-
bility.

• Metadata: We used a series of patient, disease, and hos-
pital variables for our prediction. There are still variables,
such as "patient underlying disease" and "medical tests
results" that can be explored to enhance the accuracy of
predictions.

• Results Uncertainty: Despite predicting medicine and
their amounts, results are not reliable and cannot be gen-
eralized since the data was insufficient, noisy, and was
for a limited time frame (only 3 years).

• Low Accuracy of Medicine Prediction: The RF model
could predict the amount of the most used medicine,
but its accuracy for the prediction of medicine was not
promising. Although by balancing the data accuracy

of predicting medicine improved, these results are still
low. Other models that consider time-series data, like
ARIMA, might help to raise the accuracy.

4.2 Future directions

In this study, we predicted the most used medicine along
with their amounts for all departments of a Hospital. Due
to variations in the volume of the pharmaceutical needs of
different departments, the possibility of accurately predicting
these needs was trivial. Therefore, in the future, instead of
focusing on all departments, which include a wide variety of
prescribed medicine, it is recommended to concentrate only
on one department. It can increase prediction accuracy due
to the convergence of prescribed medicine.

Althoughpredicting theneed for commonlyusedmedicine
is of great importance, this prediction could be more benefi-
cial considering other factors, such as medicine price, their
criticality, and rarity.

Conclusions

In this study, we predicted the most used medicine (type and
amount) in a hospital. For that, we used a dataset collected
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Table 11 Accuracy of the
generated models

Test sets A month A season
Training sets 1 year 2 years 3 years 1 year 2 years 3 years Medicine

RF 47.15% 36.93% 34.00% 48.29% 37.13% 34.10%

NN 37.76% 31.76% 30.40% 39.73% 32.08% 30.43%

Training sets 1 year 2 years 3 years 1 year 2 years 3 years Amounts

RF 83.01% 83.59% 80.65% 83.30% 82.39% NA

NN 82.98% 83.63% 80.65% 83.30% 82.39% 80.69%

The best results are bolded

Table 12 Time to generate
models (s)

Test sets A month A season
Training sets 1 year 2 years 3 years 1 year 2 years 3 years Medicine

RF 240.95 841.95 1484.9 222.41 819.41 1455.8

NN 32.01 110.22 190.8 29.47 104.7 191.53

Training sets 1 year 2 years 3 years 1 year 2 years 3 years Amounts

RF 73.8 70.82 517.6 68.55 259.44 630.22

NN 51.18 45.88 310.83 46.9 157.7 298.73

The best results are bolded

from a Hospital for 3 years. Nine features of the collected
data, including patients’ age, blood type, sex, diagnosis code,
disease code, physician code, admission month, prescribed
medicine, and their amounts were fed into the random for-
est and neural network algorithms. Finally, the performance
of algorithms was evaluated using a confusion matrix. Our
results showed that the random forest had a promising per-
formance in predicting the amount of required medicine a
month ahead using 2 years of data, but its accuracy in pre-
dicting medicine type was low (31.8%). We then balanced
the dataset and could raise the accuracy of medicine type to
35.9%. Despite the promising accuracy of the random forest
model, the required time to generate its model is far more
than the NN model.

In the future, we intend to focus only on the requirements
for one department of a hospital and use other factors, such
as the rarity of medicine, for the prediction task.

Acknowledgements Not applicable.

Author Contributions The first author designed the prediction method,
wrote the manuscript, and conducted the evaluation. The second author
collected the dataset and helped in improving the initial idea. The last
author revised the manuscript and assisted the first author in the evalu-
ation task.

Data availability Not applicable.

Declarations

Conflict of interest The authors declare that they have no conflict of
interest.

Ethical approval All subjects gave their informed consent for inclusion
before they participated in the study. The study was conducted in accor-
dance with the Declaration of Helsinki, and the protocol was approved
by the Ethics Committee of Kerman University of Medical Sciences,
Kerman, Iran (IR.KMU.REC.1401.076).

Appendix A

A.1 Accuracy of the generatedmodels

In Table 11, higher accuracies are bolded. As shown in this
table, RF has been superior to NN models in most cases.
Sometimes the accuracy of the models is the same up to two
decimal places, but considering more decimal places, their
accuracy will be slightly different.

A.2 Required time to generate themodels

In Table 12, we presented the required time to build each
model. It provides a better understanding of generating the
models, and also when the accuracy of models is similar,
it can be used as a selection criteria. The required time to
generate NNmodels is significantly less than the RFmodels.

A.3 Precision, recall and F1 of NN and RFmodels

The results presented in Tables 13 and 14 are compatiblewith
the ones in Tables 4 and 5. In Tables 13 and 14, the recall of
the NN model is sometimes equal to 100%. It shows that the
probability of not predicting the prescribed medicine is very
low.
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Table 13 Precision, recall and
F1 of NN and RF before
balancing

Test sets A month A season
Training sets 1 year 2 years 3 years 1 year 2 years 3 years

Precision

RF 33.33% 35.18% 28.95% 30.83% 33.13% 31.58% Medicine

NN 8.11% 28.79% 21.20% 9.23% 22.70% 28.90%

Training sets 1 year 2 years 3 years 1 year 2 years 3 years

Precision

RF 77.17% 83.63% 81.55% 100.00% 81.35% 79.12% Amounts

NN 77.06% 10.77% 81.55% 77.74% 81.36% 79.31%

Training sets 1 year 2 years 3 years 1 year 2 years 3 years

Recall

RF 97.78% 76.54% 76.65% 90.40% 73.71% 84.39% Medicine

NN 100.00% 100.00% 100.00% 100.00% 100.00% 100.00%

Training sets 1 year 2 years 3 years 1 year 2 years 3 years

Recall

RF 99.85% 99.73% 100.00% 99.91% 99.97% 99.10% Amounts

NN 100.00% 100.00% 100.00% 100.00% 100.00% 100.00%

Training sets 1 year 2 years 3 years 1 year 2 years 3 years

F1

RF 39.33% 43.78% 40.70% 42.40% 38.33% 42.93% Medicine

NN 15.01% 44.71% 34.99% 16.90% 36.99% 44.84%

Training sets 1 year 2 years 3 years 1 year 2 years 3 years

F1

RF 87.05% 90.98% 89.84% 87.48% 89.70% 89.10% Amounts

NN 87.04% 19.44% 89.84% 87.48% 89.72% 88.46%

The best results are bolded
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Table 14 Precision, recall and
F1 of NN and RF after
balancing

Test sets A month A season
Training sets 1 year 2 years 3 years 1 year 2 years 3 years

Precision

RF 100.00% 100.00% 100.00% 99.15% 99.06% 97.34% Medicine

NN 8.09% 28.76% 34.03% 9.22% 22.68% 28.90%

Training sets 1 year 2 years 3 years 1 year 2 years 3 years

Precision

RF 64.61% 81.89% 77.09% 76.58% 78.61% 75.14% Amounts

NN 64.16% 81.82% 77.09% 71.90% 78.57% 75.10%

Training sets 1 year 2 years 3 years 1 year 2 years 3 years

Recall

RF 100.00% 78.46% 97.80% 99.75% 71.44% 89.92% Medicine

NN 100.00% 100.00% 100.00% 100.00% 100.00% 100.00%

Training sets 1 year 2 years 3 years 1 year 2 years 3 years

Recall

RF 98.81% 99.86% 100.00% 95.77% 99.94% 99.64% Amounts

NN 100.00% 100.00% 100.00% 100.00% 100.00% 100.00%

Training sets 1 year 2 years 3 years 1 year 2 years 3 years

F1

RF 100.00% 45.79% 64.57% 99.45% 53.64% 67.98% Medicine

NN 14.97% 44.67% 50.78% 16.88% 36.98% 44.84%

Training sets 1 year 2 years 3 years 1 year 2 years 3 years

F1

RF 78.13% 89.99% 87.06% 85.11% 88.00% 87.38% Amounts

NN 78.16% 90.00% 87.06% 83.65% 88.00% 85.78%

The best results are bolded
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