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ABSTRACT 
Traditional ways to help users organize and retrieve their 
documents don’t scale well, nor do they properly handle 
non-textual documents. This paper evaluates narrative-
based interfaces as a natural and effective alternative for 
document retrieval. We have identified what shape docu-
ment-describing stories take, and what contents to expect. 
This led to an interface that is able to capture stories, and a 
knowledge-based infrastructure to understand them. A 
prototype of the interface was used to validate narrative-
based interfaces, with emphasis on story accuracy. To this 
end, we collected thirty stories whose contents were then 
compared to the documents they portrayed. Results allow us 
to conclude that, for the most part, such stories are trust-
worthy enough to allow humans to retrieve documents re-
liably (81%-91% of all information is correct). We also 
confirmed that stories told to a computer are similar to 
those told to human interviewers.  
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INTRODUCTION 
Organizing and retrieving documents are important tasks 
made difficult by the growing numbers of documents aver-
age users must deal with. Also, many of those documents 
are no longer text-based. Despite that, most tools to organ-
ize and retrieve documents remain largely unchanged, 
based on the document’s location in hierarchical file sys-
tems, resulting in misclassifications and undue cognitive 
loads in users. Recent systems, such as Google Desktop, 
automatically index the users’ documents, collecting rele-

vant information about them. Those tools’ major limitation 
resides on their interface, centered on keyword search. This 
doesn’t help to retrieve non-textual documents, and might 
not be expressive enough to allow users to mention all they 
remember about their documents. Other solutions try to use 
a wider range of information to facilitate the documents’ 
retrieval. Temporal-based approaches, such as Lifestreams 
[2] recognize the importance of time in the way the users’ 
memories are organized. Others are property-based. It is the 
case of Placeless Documents [1] and Haystack [5]. While 
promising, in terms of interface those systems often resort 
to querying the user property values. This can lead to prob-
lems of its own, since it might be necessary to remember 
the available properties and respective values.  

Our research shows that narratives are good alternative to 
traditional query formulation interfaces for document 
search. In stories, the several information elements are 
related as a coherent whole, appearing in a context that 
facilitates their recall. Stories about documents can, thus, be 
the means to extract large amounts of relevant information 
about documents from the users in a natural way. Previous 
studies [3] have shown what shapes can narrative-based 
document retrieval interfaces take. However, two questions 
remained unanswered: are stories told to the interface simi-
lar to those told to humans? And what is the accuracy of the 
information in stories? The study described in this paper 
allowed us give positive answers to both questions,  

THE QUILL INTERFACE 
After interviewing 20 users and collecting and analyzing 60 
document-describing stories, we identified what elements 
are part those stories and defined a set of interface design 
guidelines for narrative-based interfaces. Two low-fidelity 
prototypes embodying those guidelines were built and 
evaluated. The most promising interface, dubbed Quill, was 
implemented (Figure 1). 

The application window is divided into three main areas. 
On the top left the stories that describe the documents being 
sought are incrementally created as the users tell them. In 
turn, each of the possible story elements is suggested to the 
user in the form of an incomplete sentence. The missing 
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information is entered into the story with the help of spe-
cialized dialogues, one for each possible element type. The 
flow of the story can be controlled with the help of three 
buttons under the story area: “I Want Another” (lets them 
choose what element to mention next from a list), “It Didn’t 
Happen” (used to state that something didn’t take place), 
and “I Can’t Remember” (to be pressed when the users 
cannot remember some element).  As the story grows, Quill 
continuously looks for probable matches. These are dis-
played in the document suggestion area at the bottom of the 
interface. Presenting the users with document thumbnails 
minimizes the cognitive load of scanning the suggestion list 
for a match, and distracts the users from the storytelling 
process as little as possible. 

METHODOLOGY 
Ten users were interviewed and 30 stories collected. The 
background of the users ranged from a Computer Science 
consultant to a lawyer and their ages from 26 to 56 years. 
Six were male and four female. Each interview took from 
45 to 60 minutes. After meeting the users where their com-
puter is located, we explained the interview’s goal and how 
it was going to be conducted. Then, the prototype was in-
stalled in the users’ machines and allowed to index their 
documents. The privacy of their personal data was ensured. 
After a short tutorial on how to use Quill, the indexing 
process would then be interrupted, if it hadn’t still finished. 
This led most interviews to be conducted with only a partial 
index of the user’s documents. Since we were not trying to 
actually retrieve documents this was not problematic. 

The users were then asked to tell three stories about three 
different documents: a Recent document, an Old document 
and a document of Other authors. These are the same 
document kinds for which stories had been previously col-
lected in other studies, allowing a direct comparison. To 
prevent a bias due to the users’ increasing familiarity with 
the interface, the order in which stories about the different 
document were requested varied from user to user. The time 
it took to tell the stories was registered. After each story 
was told, the users were requested to actually find the 

document they had just described. Actual facts concerning 
that document were then compared to those in the story. 

Assessing the Accuracy of Story Elements 
Not all elements are amenable to the same degree of verifi-
cation. For instance, a document’s filename can be easily 
checked, making its confirmation a trivial matter. Verifying 
if a document was somehow given to someone is not as 
easy. It would entail checking every email message and 
every file-transportation medium. Even if this was possible 
we could never be 100% certain. The users were questioned 
about those elements and had to make a case for their 
choices. If it seemed reasonable enough, given other hints 
gathered from the users’ computers and the documents 
themselves, we considered the information to be accurate. 
The elements were thoroughly explained, examples of 
meanings that might have eluded the users were given, and 
“no stone was left unturned” when questioning them. To 
ensure correctness, we considered two different accuracy 
levels: Correct elements, that we managed to directly 
verify, and Probable elements, those we just had no way of 
verifying directly but that seemed to be correct from all the 
indicia collected. More details can be found in the technical 
report describing this study [4]. 

RESULTS 
To understand if stories told to Quill are similar to the ones 
told to humans, we compared them to those told to an inter-
viewer, collected earlier in our research. Stories in both sets 
have the same lengths, around 14 elements. T-tests con-
firmed this similarity, with 95% confidence. The order in 
which they occur is also similar. Given that the order in 
which the elements were suggested to the users by Quill 
was inferred from stories told to humans, deviations from 
that order show it not to be felt as natural by the users. This 
happened only 0.1 times per story (on average). Thus, the 
order in which the elements were presented to the users was 
natural to them.  

Regarding the stories’ contents, we looked at the relative 
importance of story elements. Directly comparing the posi-
tion of each element in an overall ordering would be inade-
quate since small changes can lead to order swaps. Instead, 
we divided the element set according to the following crite-
rion: all elements mentioned in at least 70% of stories went 
into the “Common” group, and the remaining went into the 
“Rare” group. The cutoff value corresponds to a large gap 
(at least 20%) in the element frequency distributions, 
clearly separating the two element categories. The only 
difference we found between both sets of stories was that 
for Old and Other documents and overall, only the Name 
element changes from Rare to Common in stories told using 
Quill. In short, both the stories’ structure and contents re-
main largely unchanged from those collected in the previ-
ous study: stories are similar to those told to humans.  

Figure 2 summarizes the percentages of accurate elements 
in stories for the different element types. There are no sta-
tistically significant differences between Recent and Old 

Figure 1: The Quill Interface Prototype 



 

 

documents. On the other hand, stories describing docu-
ments of Other authors are more inaccurate than those de-
scribing the users’. The overall accuracy of stories is fairly 
good. On average, between 73% and 92% of what users tell 
in their stories is accurate, depending of whether only Cor-
rect elements are considered or if Probable elements are 
too. Furthermore, the fairly large amount of unverified 
elements (17, 18 and 20 percent for each of the three docu-
ment types) is due mostly to three elements: Personal Life, 
World Events and Events. Those elements account for 59, 
41, and 47 percent of all unverified information for Recent, 
Old, and Other documents, respectively. This was due to 
the verification method used. Those elements are rarely 
mentioned. At best, the users would just tell that “nothing 
happened”. Thus it was impossible to verify them. Ignoring 
those elements, the stories’ overall accuracy rises to be-
tween 81% and 91% of accurate elements. This will corre-
spond to 1 to 3 untrustworthy elements per story. 

The graphic on Figure 3 shows the accuracy of each sepa-
rate element, for all document types. There we see that 
Personal Life, World Events and Events were notably diffi-
cult to verify, as already mentioned. Also in this situation 
are Exchanges and Tasks. While convinced they were often 
correct, we were unable to get hard data to verify them. 

Name is well remembered least frequently. Often, the users 
had some idea of the correct name, but were unable to re-
call it properly. Next, we find Time, where most of the 
wrong elements were “near misses”, falling just outside the 
predefined tolerance intervals, that, thus, should be ad-
justed. The third less accurate element is Other Documents 
(suffering from the same problems as the target document). 
Type mix-ups were due, mainly, to confusions between 
formats of the same kind: plain text or PDF for Word, for 
instance. All other elements have accuracies above 90%. 
No further relevant error trends could be identified. Regard-
ing eventual accuracy differences for the different docu-
ment types, the only noteworthy aspect is that Author is not 
as well remembered for Other Documents than for docu-
ments of the user (80% vs. 100%). 

CONCLUSIONS 
Narratives about documents are a good approach to allow 
users to naturally convey to the computer a wealth of auto-
biographical information useful to retrieve those docu-
ments. We verified that stories told to the computer are 

similar to those told to humans. It is possible to maintain 
the feeling of “telling a story” even when the receptor is not 
a human, showing that the design of narrative-based inter-
faces is possible. In addition, the information in stories is, 
for the most part, correct. We can expect accuracy rates 
ranging from 81% to 91% (1 to 3 inaccurate elements per 
story). Thus, narrative-based systems must not blindly con-
sider all information, but instead implement an approach 
where each element’s influence is limited, in case it is 
wrong. Also, we found that stories about the users’ own 
documents, either Recent or Old, share the same proper-
ties. This means that it won’t be necessary to cope with very 
inaccurate stories for old documents, and reinforces narra-
tives as an effective way to elicit useful and valid informa-
tion about documents from the users. 

In the near future we will conduct some extended user test-
ing, to answer a third pertinent research question: are sto-
ries discriminative enough to distinguish between similar 
but different documents?  
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Figure 2:Overall Story Accuracy 

0%

20%

40%

60%

80%

100%

120%

Nam
e

Tim
e

Othe
r D

oc
um

en
ts

Ty
pe

Co-
Auth

or
s

Con
ten

ts

Vers
ion

s

Auth
or

Exc
ha

ng
es

W
orl

d E
ve

nt
s

Per
so

na
l L

ife

Ta
sk

s

Stor
ag

e

Eve
nts

Plac
e

Purp
os

e

Sub
jec

t

Confirmed Probable

Figure 3: Element Accuracy 


