Evaluating Adaptive User Profiles for News Classification
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ABSTRACT

Never before have so many information sources been available. Most are accessible on-line and some exist on the Internet alone. However, this large information quantity makes interesting articles hard to find. Modern Personal Digital Assistants (PDAs), mobile phones, and the advent of ubiquitous computing will further complicate matters. Away from the desktop, the time to select important articles might be even harder to find. Strategies to select relevant information are sorely needed.

One such strategy is content-based filtering, coupled with User Profiles. Our prototype uses a Bayesian classifier to select articles of interest to a specific user, according to his profile. The articles are extracted from web pages and displayed in a zoomable interface-based browser on a PDA. Interests may change over time, making it important to keep the profile up to date. The system monitors the users’ reading behaviors, from which it infers their interest in particular articles and updates the profile accordingly. Results show that, from the start, most articles are correctly classified. An initial profile opposite to the user’s actual interests can be reversed in less than ten days, showing the robustness of our approach. A user’s interest in an article is inferred with a high degree of accuracy (over 90%).

Categories and Subject Descriptors

H.3.3 [Information Storage and Retrieval]: Information Search and Retrieval – Information filtering. H.5.2 [Information Interfaces and Presentation]: User Interfaces – user-centered design.

General Terms

Algorithms, Human Factors.
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1. INTRODUCTION

Many technological breakthroughs in recent years provide people with almost immediate access to information. Its sources on the Internet have grown both in number and diversity. Currently, mobile phones, some Personal Digital Assistants (PDAs), and other wireless devices allow information to be accessed almost anywhere, at any time. The advent of ubiquitous computing will make access to those sources even easier. All these information sources make it hard for users to choose the most adequate according to their interests. Finding useful information of personal interest has become difficult for a regular Internet user. Ideally, users should be able to take advantage of the wide range of available information while being able to find only that which is interesting to them, a small fraction of the total.

Manually searching and analyzing the available news articles to select those considered interesting is impossible or not feasible within the time constraints common for most users. Some systems try to perform that task automatically, performing content-based filtering. They determine what articles should be rated as interesting or not by matching keywords or using rules that define the user’s interests, in the form of a user profile [1]. There are different kinds of approaches to accomplish this. Some systems build the profiles automatically. However, sometimes human behavior is not easy to interpret [16] making this a difficult task. Other systems require direct intervention by the users to determine their interests [7]. This causes undue cognitive loads resulting from the need to constantly classify the articles they read [13]. A third kind of system takes advantage of the usage patterns of several users to predict the current interests of another user [8].

To prevent that, we monitor the users’ behaviors while reading articles they read [13]. A third kind of system takes advantage of the usage patterns of several users to predict the current interests of another user [8]. It should not differ greatly from those displayed by others with similar profiles. However, not all users are equal to each other and this approach might not account for their individual variability [2]. A related problem occurs when a user’s interests change dramatically in a short period of time. The system must be able to adapt accordingly.

To address those problems, we developed the WebClipping2 prototype. It allows people to access as many news sources as they want, from which it selects only the news articles that are more likely to interest a particular user in that specific moment. It uses the Bayes theorem to rate each document based on a profile built for each particular user [17]. This classification method is based on matching a set of keywords parsed from the news to be classified with another that defines the user’s unique profile, representing its interests.

The user’s interests are likely to change over time, and the system should be able to react to that change effectively. To maintain the users’ profiles updated, we need some feedback from them to know how interesting they find the news they read. We could force them to classify every news article presented to them but that would be a task few users would be willing to do. To prevent that, we monitor the users’ behaviors while reading...
the news, to find out if they are interesting or not. Metrics like time, number of lines read and selected keywords are used to rate the article. Based on this passive feedback the user’s profile can be continually updated and the next set of news will be more accurate rated. This method has proved to be very efficient in quickly adapting to radical changes of user’s interests.

In the following section, we’ll describe the overall structure of our prototype. Then, we’ll discuss how the user profiles can be created and updated. How to infer the users’ interests from the reading metrics will be discussed next. We’ll then briefly describe some related systems, followed by some conclusions and considerations about possible future work.

2. THE WEBCLIPPING2 PROTOTYPE

The WebClipping2 prototype system consists of two distinct applications: one is responsible for the retrieval and filtering of news from the Internet; the other is a Palm news browser that also monitors the reading behaviors of the user.

The article filtering application accesses several news pages on the Internet and parses them, retaining only the relevant content and discarding all navigation, publicity, and other such page elements. It then rates the news articles it gathered according to the current user profile.

After the news are rated, they are sent to the PDA, where they can be read by the users. While doing so, several behaviors are monitored. The resulting metrics are fundamental for the construction and continuous adaptation of the user profile. This will facilitate the retrieval of more interesting news.

2.1 News Gathering and Parsing

The basis of all information handled by WebClipping2 are texts available on the Internet, either as written news articles, discussion forums, or any other informative documents. Most online information sources usually encode their content in HTML format, with all kinds of spurious elements not relevant to the content itself. Given the limitations of PDAs with regards to screen size and memory, it is important to filter the HTML pages to retain only the important information. Also, the news classification process will be made easier by considering only the news themselves. Fortunately, most news sites have a coherent, regular structure. The same elements (news titles, for instance) have always the same visual appearance, or are located in similar places. The now fairly common use of Cascading Style Sheets makes recognizing such elements easier since it specifically defines named styles to be used in a page. The HTML tags that are used are also sometimes identifiable. The fact that most news pages are automatically generated also helps keeping them self-consistent. This coherence allows us to establish a set of rules for the retrieval of news by parsing the contents of documents and isolating the relevant text.

In WebClipping2, it is possible at any moment to add, edit and delete news sites and to specify the necessary rules for their correct parsing. This requires a simple analysis of their content. To help users add new sites, we provide a graphical user interface where some templates can be used and parameterized. In fact, an informal survey of news sites showed that the majority of them belong to one of three templates in terms of organizational structure (Figure 1). These templates help users to identify the structure of a site, making the specification of the parsing rules easier. The application underwent several rounds of heuristic evaluation, allowing us do discover and correct several usability problems. After sources are parsed for individual news articles, these are classified according to their interest to the user and sent to the browser on the PDA.

2.2 Browsing the News

We implemented a special purpose news browser for PalmOS-based PDAs. This platform was chosen both due to its flexibility and popularity.

The browser’s starting screen displays the news headlines, ordered by their interest level (the value with which they were classified). Once an article is selected, its contents are displayed. After the article has been read, and only if the user wants to, it can be rated according to how interesting it was. The user can also select specific words from the text as being of particular importance. Both actions are instrumental to updating the user’s profile.

There are several limitations regarding the interface on the PDA. One of the most serious is the limited screen size that prevents the display of a large number of news headlines at the same time. To minimize this problem, we designed a zoomable interface that displays the headlines in several levels of detail according to their interest [6]. This alleviates the problem of reduced screen real estate and allows users to tailor the amount of news to be read according to the available time, ensuring the most interesting to be read first (Figure 2).
3. USER PROFILES

User profiles reflect the interests of users towards several subjects at one particular moment. They allow the system to classify the articles it fetched from the Internet according to their relevance for each particular user.

3.1 Creating the Initial Profile

We have a general database with up to 1,000 different words belonging to each of 31 different subjects. We created it by retrieving over ninety thousand news articles on those subjects from sites such as ananova.com. We then calculated the frequency of each word within each subject, and chose the most frequent to be part of our database. We took care of not including common words of the English vocabulary such as “he”, “she”, and “it”. These were easy to eliminate automatically; they appear with similar probabilities in all subjects. While doing this, we discovered that certain words are frequent in more than one subject, not always with the same meaning. For instance, the word “space” is present in both “Astronomy” and “Travel”. We took care of not eliminating words like these in borderline situations. We also noticed that some common words that apparently shouldn’t be especially frequent in any one subject were present in the database. Later we came to realize that effectively, those words were relevant in specific contexts. For instance, words like “took” and “into” apparently don’t have a relevant meaning by themselves, but in the “Sports” subject it is very usual for sentences such as “Agassi took Federer into second set” to occur.

This procedure has the advantage that it can be applied to any language, given a sample set of articles. Currently, we performed our tests in English due to an easy access to large numbers of online news sources in that language.

When they start using the system, users must specify their interests in some or all of the several available subjects, with a value ranging from 0 to 100. We then build a personal keyword database, as part of the user profile, by assigning to the words of each subject the value specified for it. This keyword database is vital to the news classification process.

3.2 Keeping the Profile Up-To-Date

As the preferences of a user change with time, so will his profile need to be updated. The most direct way to know how interesting the users thought an article was requires them to explicitly classify it with an interest value on a scale of 1 to 4 (from ‘not interesting’ to ‘very interesting’). Only four levels were considered to make the classification task as easy as possible. The article is then analyzed and the words therein that are part of the user’s keyword database have their interest value updated in proportion to the classification (-10%, -5%, 5%, and 10%).

However, eliciting an explicit classification for all news articles a user reads is both intrusive and time-consuming. Classification tasks tend to cause undue cognitive loads and users tend to refrain from doing them. Furthermore, an explicit classification scheme would require awareness from the users that their interests are changing and there are no guarantees that the classification criteria will remain the same for all interactions with the system. Relying solely on the users’ actions to keep their profiles up-to-date is not a good solution. Hence, we developed a way in which the user profile can be continuously updated automatically by the system, by taking into account how interesting the user found each specific news article and adjusting it accordingly.

4. INFERRING USER INTERESTS

To automatically infer how interesting a particular user found a news article, we developed a formula that allows the system to find that value based on the user’s reading behavior. The browser collects, for each article, the following metrics:

- Total reading time, in seconds (RT).
- Total number of lines (NL).
- Number of lines read by the user (NLR).
- A constant (k), the user’s average line reading time.

First, the percentage of the article that was read ($R = \frac{NLR}{NL}$) and the average reading time of one line for that particular article ($T = \frac{RT}{NLR}$) are calculated. The final inferred interest rate is given by $C = \left(\frac{T}{k}\right) * R$.

The only user-dependent aspect of this formula is the constant $k$. This constant is the average reading time of a text line for a user and can be determined by an initial calibration performed in the browser, where a sample “neutral” text must be read. This constant is necessary since people read at different speeds, and it is somehow necessary to be able to find if a particular article was quickly read or not (reading faster indicates a lower interest).

These formulas were developed iteratively resorting to user studies. We asked 23 persons to read and rate five news articles using a scale of 0 to 10, according to their interest. That classification was compared with the one inferred by the system. The formula was adjusted several times until it reached its present form. We verified that when users start to lose interest in an article, they quick scroll down to the end, or simply don’t read the entire article. This might happen, however, not because the article is uninteresting, but because its essence was captured and
they feel no further reading is necessary. Our formula, by taking into account the percentage of the article that was read, correctly handles these two cases and appropriately classifies the article with a value similar to the explicit classification given by the user.

After a tokenization process where individual words or tokens are identified, we compare them to the words in the user profile and apply the formula above. The resulting value is an estimate of the interest of the entire article. Articles whose classification is over a pre-determined threshold are shown to the user.

Since the user profile is created beforehand by the user from already existing sets of words, no training period is required. The initial results are sufficiently good to allow users to start using the system at once. The continuous usage will fine-tune the profile.

We consider only the ten best and worst classified words in an article, both for simplicity and efficiency’s sake. Since the classifier depends only on the words that compose the continuously updated users’ profiles, this algorithm is dynamic and able to perform a correct classification at any moment, reflecting the users’ interests at that point.

6. RESULTS
To test the validity of the user profile update and news classification approaches, and the overall success of the application in terms of user satisfaction, we conducted several user studies. We considered three distinct user groups, corresponding to different initial profile configurations. We then monitored the behavior of the algorithms and evolution of the profiles over a two-week period, and conducted regular interviews with the subjects to estimate their satisfaction and the correctness of the process (if, indeed, they were presented with interesting news). The three distinct configurations were applied to eight different users, as follows:

- Normal profile configuration: The application was used without any restrictions. The users were free to define their initial profile (3 users).
- Reverse profile configuration: We asked the users to define their initial profile, but then reversed it (3 users).
- Neutral profile configuration: For these users, all selected subjects were given the same interest classification, half way across the scale (2 users).

6.1 Normal Profile
Since these users chose high values for their preferred themes, from a very early stage they received almost exclusively news that matched their preferences. After a while, some articles were classified with high values, between 0.9 and 1.0 (Figure 4). In fact, because the news the users read were, indeed, relevant, the inferred interests were high to begin with. When the already high values associated to the corresponding words in their profiles were increased, soon the top of the scale was reached.

We verified that the algorithm was capable of distinguishing interesting from non-interesting news that came from the same thematic site, even if they shared common subjects or traits: the latter obtained almost always an inferior classification. Some problems were found for User 2, as he received news classified as interesting that weren’t (false positives) and vice-versa (false negatives). These mistakes occurred in an erratic way, and were caused by keywords belonging to more than one subject that had associated to it very high or very low values. When they occurred in a different context, they could negatively influence the
classification process. Despite these exceptions, the algorithm revealed itself to be able to filter out the really non-interesting news, which allowed all kinds of sites to be used as news sources, even if apparently not related to the most interesting subjects. If relevant news articles are published there, only those are retrieved. For instance, User 2 was interested in politics, but once got an article from a site of celebrity news because it mentioned Arnold Schwarzenegger’s governor candidacy.

We also observed that there must be a distinction between the words explicitly selected by the user in the Palm browser from those already in his profile. Only that way can we ensure that the weights of the selected words are given a value proportional to those of other words and adequate for the user’s interests.

6.2 Reverse Profile

The objective of this user group was to observe how the algorithm is able to monitor the user interests and adjust their profile accordingly. This test reflects the most extreme situation, in which the initial profile is exactly opposite of what it should be. The algorithm has to be able to completely reverse them to reflect the real interests. This was by far the most difficult test as the required changes to the profiles are radical. It was proposed as a challenge to the users, because a more committed and active collaboration was required to achieve the objective.

In an initial stage all the news were classified according to the reversed profile and so we had 100% of false-positives and false-negatives in the first few days. As time passed, and after some news were read (and others weren’t), the values of the words in the users’ profiles slowly started to reverse, due to the value oscillations induced by the interest displayed by the users in the several articles they were exposed to. Around the seventh to tenth day the quantity of false-positives and false-negatives suffered a notable reduction as the user profiles kept being updated. In the final days of the experiment the profiles were almost completely reversed, with only occasional badly classified news. The majority of articles were correctly classified in the terms of user satisfaction (Figure 5).

The reversal process happened in a regular and somewhat linear way. For User 6, the process was a bit slower because the subjects to be reversed were very similar (Business and Internet) to each other and some words belonged to both (Figure 6).

Through this configuration it was possible to verify that the algorithm can adapt in the case where users reveal a sudden interest in a new subject that was previously considered to be uninteresting. The complete profile reversal was accomplished within fifteen days of use of the application. The speed of the process seems to depend solely on the similarity between existing interesting and uninteresting themes (because of keywords belonging to both) and the users’ behavior (how many news of each subject are read to determine which are considered interesting and non-interesting).

6.3 Neutral Profile

For this group of users the interest level was set as 0.5 for all themes they chose. The profile evolved, for User 7, as those of the users in the first group (Normal Profile), quickly adjusting itself to that user’s interests. User 8, on the other hand, chose only one theme (Sports) stating that he was actually only interested in news of a particular sub-theme (Tennis). This allowed us to observe how the algorithm refines the values of the keywords in the users’ profiles to reflect very specific interests.

In the first days, User 8 only read news relating to tennis, but the existence of words relevant to tennis but also to other sports resulted in unwanted false-positives and false-negatives. To help the profile change faster, the user explicitly classified some non-interesting articles as such. In the following days, the difference of the classifications of tennis and other sports related news grew larger, until after the fifth day almost all news were considered to be interesting (figure 7).
Overall, we verified that, although some false-positives and false-negatives occur while the profile is still being defined or due to some sudden change of interests, some may still occur and are difficult to avoid. For example, User 7 had an interest on (real-life) Crime, but when a film about a murderer premiered the news concerning it (from a generalist site) were wrongly classified as interesting.

6.4 Discussion
All users stated their satisfaction with the system. Those that were allowed to use the system with their own profiles were satisfied after just one ore two days. Those for which the profile took longer to update were happy after eight to ten days.

The existence of inter-themes keywords may be one of the most disruptive factors in the classification process. If one of the themes is given a very high or low initial classification, its words will strongly influence the classification of the news articles. Thus, if one of these words appears on an article of an unrelated subject, it will tend to be classified in a wrong manner.

This occurs because the value of the words in the Bayesian classifier, when close to 0 or 1, produces overall ratings also near to 0 and 1. After some initial tests, we tried to minimize this effect by allowing only words explicitly selected by users in the browser to be classified with values greater than 0.9. In the definition of the initial profile, only values of up to 0.9 can be selected. This minimized the problems with inter-theme words.

The existence of a single word database in the profile implies that all words from all preferred themes the users choose are updated in the same manner independently of the subject they belong to. To separate the single database into one per subject would probably solve most of the problems with inter-theme words that could then be rated differently for each subject. However, this would require the system to know to what subject a particular news article belongs, in order to update the correct database. This would prevent the usage of generalist news sources and the ability to present news to the user that, while originating from usually uninteresting sources (as in the case of the Politics article in a Celebrity site, discussed above). Given those disadvantages, we chose not to follow this approach.

The size of the word database in the profile is also important, since if few of the words in an article are present in that database, it will be hard to produce a trustworthy classification. On the other hand, if the database is too large, most words will not be found in any one article, slowing the profile adapting process. A balance must be found.

Finally, while the values used to update the classification of keywords in proportion to the user’s interest (-10%, -5%, +5%, +10%) are suited to quickly update the profile when there are interest changes, and cause no undue oscillation in quality when the profile is stable. However, such fixed values can make a word’s quickly rise to extreme values that can result in classification problems. An adaptive approach, in which, the closer the value is to an extreme, the less it is changed, can minimize this behavior.

7. RELATED WORK
WebClipping2’s main concern is to deliver to specific users news articles they consider interesting, in a mobile context, without the need for explicit classifications. Most existing approaches concern themselves with inferring interests on the World-Wide Web. The Syskill&Webert system [14][15] requires users to explicitly state their interests. Letizia [12] and WebWatcher [5] suggest interesting pages and links, respectively. Other research projects such as those described in [9][10] and Web Montage [4] try to infer the interests automatically, resorting to web-specific metrics, such as the links in a page, mouse movement, etc. Web Montage requires a learning period to gather information about the users’ navigation patterns and their preferences, such as the frequency visits to web sites visited, the time spent in each visit, and the links that were followed. Only after this training period is the system ready to offer suggestions to the users. Each time it is used, it generates a page with links to web sites that the user probably would like to visit at that moment, based on past behaviors. Webclipping2 requires no similar training period to discover the user’s interests. The sources of information it handles are more uniform in nature than web sites in general. Allying this to a simple one-time interaction with the user where the initial interests are specified, WebClipping2 is ready to classify news articles, with a good performance, from the start.

None of these approaches correctly address the problem of inferring user interests in a mobile environment, where the interaction paradigm is different. On PDAs, no mouse is used. Time restrictions must be handled differently, and there often is no hypertextual structure to provide hints to related pages and their eventual interest. In [3], an approach that considers wireless devices and corresponding web navigation limitations is presented. It suggests links in real time, based on predictive models. In this approach it is possible to derive new sources of information (web sites) based solely on the user’s behavior. However, unlike WebClipping2, only links to entire sites are presented, and no attempt to select the relevant pieces of information from a particular site is made.

8. CONCLUSIONS
Technology advances allowed information access to become easier. In fact, the Internet is now one of the favorite information sources, and its vast content is very appealing. However, it can often be difficult to find the right document in the right amount
of time. We showed how, in the context of mobile applications, it is possible to build and constantly update a user profile in order to represent the users' interests at any moment. We presented a solution that has no need for a training period, allowing users to take full advantage of the system from the start. Even in extreme interest change situations, the behavior of the algorithm is satisfying. In just ten days it can fully reverse a user profile to account for the user's real interests. The Bayesian classifier, while simple, proved to be an effective approach, although hindered by the occurrence of the same keywords in subjects with different interests. We also showed how reading metrics relevant for mobile-devices can be used to infer the users' interests in a simple but accurate manner.

9. Future Work
In order to take total advantage of the great amount of news available on the Internet, the parsing task should recognize the RSS format, increasingly used by news sources. This extension would remove complexity from the parsing process, since no spurious elements are present (RSS is an XML dialect). Also, more information related to the articles themselves is available, such as the authors, publication dates, themes and sources. This additional information would be important for a better classification performance.

Another relevant improvement could result from keeping the keyword databases separated for each subject, and classifying the news according to all of them, regardless of their source. Then, the highest value would be used. After the user has read that article, only the keywords on that particular database would be updated. This could help alleviate the classification problems due to inter-theme words without limiting the system's flexibility regarding news sources. Further studies are needed to verify this.
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