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1
Final Discussion

This chapter closes this thesis. Section 1.1 provides evidence on how the developed work validates the thesis

statement. Section 1.2 summarizes the contributions and discusses the major contributions of our work.

1.1 Hypothesis Validation

Based on the extensive theoretical and empirical observations collected throughout this thesis, this section aims to

test the underlying hypothesis: whether or not focusing the learning on relevant regions improves the performance

guarantees of descriptive and associative classification models in high-dimensional data contexts. For this aim,

consider the following views on the contributions of our work:

• principles to satisfy the set of formulated requirements. Furthermore, we provided a solution space with

integrative and easily parameterizable algorithms guaranteeing that, for a given data context, multiple re-

quirements can be simultaneously satisfied. Tables provided throughout the overview chapters provide an

exhaustive list of (non-contradictory) contributions to satisfy the specified requirements to answer the thesis

statement;

• empirical evidence showing the superior performance of the proposed algorithms against peer algorithms. We

showed the superiority of the proposed biclustering and classification algorithms (Books III and VI) against

state-of-the-art peers with regards to a wide-variety of performance views, as well as the superiority of learn-

ing functions for structured data (Book IV) and structured codomains (Chapter VI-7) against peer learning

functions adapted from related streams of research. We also provide empirical evidence for the adequacy and

robustness of the proposed (statistical) assessment methodologies (Books V and II);

• application of the proposed learning algorithms over real data from distinct domains was demonstrated

to be associated with the discovery of new and meaningful regions. We demonstrated the relevance of:

1) learning of plaid, order-preserving and cascade models from expression and biological network data to

retrieve non-trivial yet informative (biologically significant) regulatory modules and responses; 2) discovering

arrangements of events from multi-dimensional healthcare (heritage) and commercial (foodmart) databases;

and 3) modeling discriminative regions with varying coherency strength, quality and statistical significance

across biomedical and social data domains.

In sum, we show that the proposed learning methods satisfy the introduced requirements, outperform state-of-

the-art methods and unravel unique putative relations of interest from real data. In this context, we believe that

these groups of arguments provide strong evidence in favor of the approval of the thesis statement. As a result, we

expect an increasing attention given to this field of research and a broader systemic view on the learning conditions

and data properties where the thesis statement is verified and (possibly) rejected.

1.2 Thesis Contributions and Implications

Throughout Books II to VI, we addressed different challenges associated with the learning in high-dimensional data

contexts. The conducted research gave rise to the following contributions.
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Performance Guarantees of Models Learned from High-Dimensional Data

The first part of the thesis established a solid foundation for the assessment of descriptive and classification models

in high-dimensional data contexts (contributions listed in Tables II-1 to II-3). First, we proposed robust estimators

to bound and compare the performance of classification models, showing how existing estimators can be enhanced

to: adequately measure the generalization error, accommodate smoothing factors in the presence of probabilistic

outputs, and minimize the problems associated with the inference of performance guarantees from unfeasible error

estimates. Second, we extended this assessment towards local descriptive models, showing how error estimates

can be collected to infer robust guarantees of performance and parameterized with adequate loss functions. In this

context, we overviewed the properties of existing loss functions for descriptors of tabular data (biclustering models)

and structured data (triclustering and cascade models), and proposed new loss functions able to provide relevant

performance views from synthetic and real data. Finally, to further guarantee non-biased and complete assessments

of descriptive and classification models, we proposed data generators for (labeled) tabular and structured data

based on the different forms of local and global regularities commonly observed in real-world data.

Implications
These contributions open a new door for robust, unbiased and complete assessments of state-of-the-art descriptive and classification
methods. They are also critical to: 1) gain an in-depth understanding of the behavior of these methods in high-dimensional data
contexts, 2) unravel their strengths and weakness, and 3) (possibly) guide their improvement. The guarantees of performance inferred
under the proposed methodology can be used to weight and validate the high number of implications derived from the analysis of
models learned from real data, and to measure the impact of applying procedures for dimensionality reduction prior to learning.

Learning Local Descriptive Models from Tabular Data

The second part of our thesis has contributions (enumerated in Tables III-1 to III-10) to the learning of robust biclus-

tering models with flexible structures, coherency and quality from (high-dimensional) tabular data. Towards this

end, we first explored the synergies between biclustering and pattern mining by studying the impact of using dis-

tinct patterns (including itemsets, association rules, formal concepts and sequences), dedicated (anti-)monotonic

searches, and multiple preprocessing and postprocessing procedures on the properties of biclustering models.

Second, we extended these contributions to learn biclustering models with different forms of coherency com-

monly observed in biomedical and social data domains, including: additive and multiplicative models (by in-

terpreting shifts and common multiples in data); plaid models (by identifying meaningful interactions between

biclusters); order-preserving models (by discovering noise-tolerant orderings of values); and the previous models

in the presence of symmetries. In particular, we proposed new algorithms to learn such non-constant models and

extended them to deal with non-trivial plaid effects and be able to incorporate meaningful relaxations.

Implications
The learning of flexible biclustering models opens many possibilities for the analysis of biomedical and social data. The discovery of a
flexible structures is essential to guarantee an unbiased exploration of the search space. The discovery of additive and multiplicative
coherencies is critical to analyze biomedical data with structural differences on the responsiveness associated with gene expression,
molecular concentrations or physiological responses. In social applications, these coherencies are useful to model social interactions
with non-trivial yet coherent behavior and to group subjects with identical variation of preferences for browsing, (e-)commercing and
collaborative filtering. The accommodation of symmetries are used to capture distinct regulatory mechanisms in biological domains
and opposed (yet correlated) trading, tweeting and browsing activity.

The possibility to learn plaid models using meaningful relaxations is critical to detect and interpret meaningful interactions between
biological processes, clinical responses and social behavior. Similarly, the proposed composition functions also allow the study of
interactions between biological processes and social groups from the point of view of their regulatory/behavioral activity, enabling the
categorization of the interactions and providing insights to understand complex regulation/behavior.

Furthermore, the possibility to mine (strictly or monotonically increasing) orderings has been shown to be essential to solve
different real-world problems, including the analysis of omic, chemical and mutagenesis data; the discovery of (relative) preferences
from collaborative filtering data; the support to planning, scheduling and recommendation tasks; among others.
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Finally, and for the first time, the proposed contributions also enable the sound application of biclustering over real-world tabular
data characterized by a mixture of numeric, ordinal and categoric features.

Third, we revised the previous algorithms to guarantee their robustness to noise. In this context, we extended

them with: multi-item assignments in order to guarantee that they are not exposed to discretization problems;

principles along the preprocessing, mining and postprocessing steps to guarantee their robustness to varying forms

and amount of noise; and multi-value imputations to handle and arbitrary-high number of missings.

Implications
These contributions provide a mark on how to effectively address the item-boundaries problem of discretization procedures by learn-
ing from data elements with an arbitrary number of items assigned. Results further show that under adequate searches this option
does not visibly hamper the computational complexity of the task. As such, this option seizes the benefits of discretizing data without
apparent downsides, thus opening critical considerations for future research.

Learning from data elements with multiple values is also valuable to deal with noise and provide risk-free imputations. Fur-
thermore, its combination with the remaining principles to guarantee robustness appears to be essential to learn from data with an
arbitrary-high number of missings (such as often found in biomedical domains) and for the analysis of real-world data with varying
forms and amount of noise.

Fourth, we proposed new algorithms to guarantee the efficiency of the biclustering task for dense and high-

dimensional data, including new pattern-growth searches for frequent itemset mining (based on annotated frequent

pattern trees less prone to memory and time bottlenecks) and sequential pattern mining (based on efficient data

projections and item-indexable properties to mine both monotonically and strictly increasing orders). We further

guarantee their scalability in the presence of approximate searches and data partitioning principles from pattern

mining. Finally, we also guarantee the efficiency of merging, extension and reduction procedures for postprocessing

by placing anti-monotonic heuristics and pushing their computation to the mining step.

Implications
By integrating the well-studied principles to guarantee the scalability of pattern mining searches, the computationally complex task
of learning flexible biclustering models from large-scale data becomes tractable. In this context, the proposed contributions remain
prepared to handle the increasing size and dimensionality of real-world data.

Furthermore, the contributions for the efficient postprocessing of biclustering solutions can be transversally applied to manipulate
voluminous outputs in the context of a wide-variety of research streams. As part of these contributions, some of the proposed
mappings to solve postprocessing tasks, such as the possibility to merge an arbitrary-high number regions by relying on multi-support
pattern mining tasks, open new avenues to guarantee the scalability of these procedures.

Fifth, we extended the proposed algorithms to learn from large-scale network data. For this aim, we revised the

underlying data structures and searches, and further investigate the role of pattern-based biclustering to discover

modules with non-dense yet meaningful and coherent interactions, as well as to guarantee their robustness to noisy

and missing interactions. We showed the applicability towards homogeneous and heterogeneous networks with

either quantitative/weighted or qualitative/labeled interactions. Finally, we generalized these principles to learn

from sparse data, characterized by the presence of an arbitrary number of uninformative elements and/or missings.

Implications
These contributions provide the unprecedented opportunity to efficiently discover non-trivial (yet meaningful, coherent and significant)
modules from network data. The discovery of these modules is essential to characterize, discriminate and/or predict biological
functions and social activity. In particular, we expect to entail broader biological analysis to further establish relationships between
modules and biological functions, as non-dense models might give clues about the organization of genes, proteins and metabolites,
and support the characterization of molecular entities with yet unclear roles. The proposed contributions were also shown to be
relevant to identify non-trivial communities from social networks where individual may have different degree of activity/involvement.
Furthermore, they can also be applicable for the analysis of network traffic monitors, neural networks, structured financial transactions
and coautorship/citation networks.
The proposed principles to tolerate missing and noisy interactions within the discovered modules can be further used to predict
unknown interactions and to test the confidence of the existing interactions. Also, the plaid model can be used to explore the network
structure and identify biological/social hubs based on the overlapping interactions between modules.
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Finally, we proposed principles for biclustering tabular data in the presence of background knowledge. For

this end, we revised the proposed pattern-growth searches in order to explore efficiency gains from succinct,

(anti-)monotonic, convertible and prefix-monotone constraints and to accommodate annotations extracted from

knowledge bases and literature, and motivated their relevance across biological and social data domains.

Implications
The incorporation of background knowledge within (pattern-based) biclustering through declarative constraints is essential to orient
the task according to user expectations and other available sources of knowledges. In particular, these contributions provide the
unprecedented possibility to remove uninformative regions and to focus the search on (non-trivial) regions of interest. As such,
we expect to see a systematization of constraints with relevance for the analysis of biomedical and social data. Furthermore, the
possibility to annotate rows and columns with terms from knowledge repositories, semantic sources and literature (such as biological
functions from gene ontologies and well-studied networks) can valuably guide the learning.

We further showed that the described contributions can be soundly integrated and their synergies explored. For

this end, we proposed the BicPAMS software with declarative, graphical and programmatic interfaces.

Learning Local Descriptive Models from Structured Data

The third part of this thesis has contributions (listed in Tables IV-1 to IV-4) to the learning of local descriptive models

from (high-dimensional) structured data. First, we motivated and formalized the relevant task of learning local

descriptive models from three-way time series given by cascades of modules. A new algorithm was proposed to

discover flexible modules and their causal relation, and to handle arbitrary-high temporal misalignments between

their supporting observations. We further extended the algorithm to guarantee its robustness to noise and to

stochastic uncertainties associated with divergent paths, as well as to enhance its scalability based on dissimilarity

guarantees, removal of uninformative elements and approximate searches under strict optimality guarantees.

Implications
The learning of cascade models from multivariate time series opens a new door to study regulatory responses to growth, development,
drugs and disease progression in biomedical domains, as well as behavioral responses (associated with social interaction, web
navigation, commercial activity, financial decisions) to specific events of interest in social domains. In this context, the proposed
contributions provide the unprecedented opportunity to handle the inherent stochasticity and complexity of these responses and to
model their structural and temporal kinetics.

Second, we proposed a new algorithm to learn local descriptive models given by arrangements of informative

events from multi-dimensional databases and collections of records. In this context, we provided a structured view

on the relevance of this task, and an adequate data mapping of complex data structures into multi-sets of events for

a cohesive tackling of the target task. The proposed algorithm is able to discover sets of temporally-related events

derived based on the discovery temporal patterns from multi-sets of events. Multiple principles were proposed to

enhance its efficiency, to deal with the structural sparsity of multi-sets of events, to prevent that some arrangements

jeopardize the learning, and to tolerate temporal misalignments and noise.

Implications
The proposed contributions open new opportunities to learn informative relations from complex data structures. This direction has
been widely termed a hot topic in data mining due to the increasing availability, quality and high-dimensionality of large-scale struc-
tured data. Illustrating, corporative and administrative data from public and private sectors typically follow multi-dimensional or
relational schema. Also, repositories of heterogeneous health-records, user actions or financial transactions are additional data
structures not supported by the majority of existing learning algorithms. In this context, the provided principles to consistently map
these databases as multi-sets of events and to adequately learn informative arrangements of events (combining temporal and cross-
attribute dependencies) can be seen as a relevant mark in the machine learning community.

Finally, we proposed alternative stochastic methods to model cascades and arrangements of events from struc-

tured data. For this aim, we first provided a probabilistic view of itemset sequences by extending hidden Markov

models with: new architectural components to model frequent orderings, principles for their effective initialization,
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revised learning schema to surpass convergence problems, and traversal procedures to efficiently decode sequen-

tial patterns from the learned lattices. As a result, we proposed a stochastic sequential pattern miner tolerant to

noise (yet robust to spurious background matches) and able to model dissimilar, lengthy and non-trivial patterns.

Finally, we shown that this algorithm can be adequately extended to stochastically learn local descriptive models

from three-way time series and multi-sets of events, and confront its benefits and limitations against deterministic

peers. For this end, we customized some of the proposed architectures and enhanced them with the unprecedented

possibility to disclose time frames associated with state emissions.

Implications
The stochastic modeling of temporal patterns from structured data is relevant to provide compact representations of commonly large
outputs; offer a probabilistic and noise-tolerant view of patterns; seize efficiency gains when learning from dense data; support the
query-driven decoding of regions with patterns of interest; and focus the search on dissimilar and arbitrary-large regions. Stochastic
models are of particular relevance for real-world data with complex stochastic phenomena and without well-defined regions. The
proposed contributions enable the stochastic stochastic learning of descriptive models from structured data with non-fixed multivariate
order and high-dimensionality. In this context, we expect to witness the extension of these contributions (such as new architectural
components more conducive to the learning of certain temporal patterns), as well as their generalization for alternative stochastic
learning methods, including neural networks, stochastic grammars and dynamic Bayesian networks.

Significance Guarantees of Local Descriptive Models

The fourth part of the thesis has contributions (enumerated in Tables V-1 to V-4) to assess and guarantee the statis-

tical significance of regions modeled from (high-dimensional) data. For this aim, we first proposed statistical tests

to robustly assess the statistical significance biclusters and enhanced the proposed biclustering algorithms accord-

ingly. In this context, we revised non-conservative corrections (with principles to efficiently guarantee a minimized

risk of accepting non-significant biclusters and rejecting significant biclusters) to guarantee their deviation from

expectations. Complementarily, we shown how either local or global expectations on the size of biclusters can be

inferred to guide the biclustering task.

Second, we extended the proposed statistical assessment towards noisy biclusters with flexible coherency. For

this aim, new statistical views were provided to test additive and multiplicative models (based on allowed shifts

and greatest common divisors), plaid models (based on the removal of plaid effects), and order-preserving models

(based on the allowed permutations). The properties of search space size for these coherency assumptions were

revised, and dynamic programming principles were considered to avoid redundant computations. For the assess-

ment of noisy biclusters, we provided new principles to retrieve the underlying pattern expectations, and further

extended the statistical framework to integrate homogeneity and significance views by combining the probability

of a given bicluster to deviate from expectations with the probability to have unexpectedly low levels of noise.

Third, we extended the proposed statistical assessment towards real-valued biclusters with continuous factors

and (possibly unknown) coherency strength. In this context, we proposed non-biased estimators of their true

significance with lower and upper bounds. Additionally, new statistical tests to assess biclusters with continuous

shifts and scales were provided based on the integral of the product of slided and scaled density functions. We

further guarantee the extensibility of the statistical tests in this book towards tabular data with non-identically

distributed features.

Implications
Assessing the statistical significance of biclustering models is critical to filter, validate or weight the increasing number of implications
in literature derived from the analysis of local regions from biomedical and social data. Furthermore, it is essential to evaluate and
compare state-of-the-art biclustering and pattern mining algorithms with regards to the significance of their solutions, as well as to
guide the biclustering tasks, promoting the significance of their outputs and efficiency of the searches.

The provided systemic analysis on how the properties of a given bicluster (support, length, pattern, coherency, quality) and
the input data (size, dimensionality, regularities) affect statistical significance, can be further used to shape upcoming biclustering
algorithms.
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As largely motivated, guaranteeing the significance of biclusters is further relevant to minimize the propensity of a given learning
function to over/underfit the observed data, ensuring the adequacy of the capacity term and thus its ability to generalize.

Finally, we provided methods to assess the statistical significance of local descriptive models from structured

data. In this context, we provided statistical views to test the deviation of the support of a sequential pattern against

expectations derived from null data, as well as alternative tests on probabilistic models (compliant with hidden

Markov models) based on the weight unexpectedness and coverage of a sequential pattern. These assessments

were extended towards temporal patterns, cascades and arrangements of events, and incorporated within the

previously proposed deterministic and stochastic algorithms to guide the learning.

Implications
The proposed contributions are essential to assess and guarantee that regions in structured data contexts are not informative by
chance, a prominent problem due to the typical high-dimensionality of structured data given by multivariate time series, multi-sets of
events and multi-dimensional data.

Learning Effective Classifiers from Local Descriptive Models

The fifth part of this thesis has contributions (listed in Tables VI-2 to VI-6) to the learning of effective (associative)

classifiers from high-dimensional data. Towards this end, we first proposed new associative classifiers with prin-

ciples to guarantee the adequacy of their discovery, training and testing functions. To guarantee the discovery of

relevant regions we proposed: a new weighted notion of support to adequately assess the discriminative power of

noisy regions, an adequate exploration of the data space, and the inclusion of regions able to discriminate groups

of classes by composing rules with disjunctions of labels. New integrative scores (able to combine the discrimi-

native power, size, coherency and quality of a region) were proposed along with adequate composition criteria to

guarantee the adequacy of training functions. Finally, for an effective testing of new observations, we proposed

new relaxations on the matching criterion to prevent the scarcity of matched regions and a new calculus of class

strength.

Second, to guarantee the adequate inference of decisions in data domains characterized by regions with varying

homogeneity and quality, we extended the previous classifiers to guarantee the recovery of with varying coherency

strength, coherency assumption and noise. A new penalization schema was proposed for non-constant regions

based on their degree of flexibility to prevent that they jeopardize the learning, as well as new matching criteria to

test observations against non-constant regions.

Implications
The proposed associative classifiers are essential to guarantee an adequate learning from high-dimensional data domains carac-
terized by the presence of regions of interest (possibly) well-approximated by discriminative biclusters. In this context, they are
particularly relevant to learn biological and clinical markers, classify user behavior, evaluate (web) contents, and support trading/ad-
ministrative/commercial decisions. They are further proposed as viable alternatives to surpass the largely motivated problems asso-
ciated with feature selection, dimensionality reduction and/or sparse priors.

The proposed contributions provide an unprecedented opportunity to address the major criticisms of existing associative classi-
fiers, including: scarcity of matchings, inability to adequately score noisy regions, inadequate scoring in the presence of imbalanced
data, biases towards small (non-significant) regions, inappropriate space exploration, absence of adequate dissimilarity guarantees
between regions, and inability to model regions discriminating more than a single class. Furthermore, contrasting with the focus on
constant regions given by discriminative patterns of existing associative classifiers, the proposed associative classifiers are able to
retrieve the commonly observed non-constant (yet meaningful and coherent) regions underlying biomedical and social data.

These contributions further enable the systematic analysis on how the varying coherency, quality, size and discriminative power
of the underlying regions of a high-dimensional data space affect the performance of classifiers. This understanding is essential to
revise the behavior of state-of-the-art classifiers and place considerations on the design of new classifiers.

Third, we further extended the previous associative classifiers to guarantee their ability to: learn from sparse

data by soundly removing true missings and uninformative elements and adequately interpreting false missings;

learn from data with global and local regularities by robustly combining the (probabilistic) outputs of alternative
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classifiers; learn from stochastic descriptors of tabular data where membership vectors can be used to promote

an adequate space coverage and shape the scoring criteria; and learn from data in the presence of background

knowledge by effectively incorporating annotations and constraints with nice properties.

Implications
These contributions provide the unprecedented opportunity to classify sparse data, network data and data with missing elements
(associated with monitoring holes, default expectations and errors). Also, they introduce the possibility to remove non-interesting
regions to guide the learning and explore efficiency gains. In biological data domains, uninformative elements are typically associated
with non-differential regulation of genes or concentration of molecular entities. For other domains, uninformative elements may
correspond to: entries with low-counts from text-based data, inconclusive ratings in collaborative filtering data, unprofitable decisions
from trading data, or healthy evaluations from medical data.

Finally, the possibility to incorporate a large variety of constraints and knowledge-driven annotations provides the opportunity to
flexibly guide the learning of (associative) classifiers.

Fourth, we proposed new associative classifiers able to effectively learn from structured data. For this aim, the

previously proposed deterministic algorithms to discover regions from structured data were extended with discrim-

inative criteria. From these regions, rules are inferred, ranked according to a new integrative score and composed

within a navigable tree structure. During the testing phase, we proposed new matching criteria sensitive to both

structural and temporal misalignments, and revised the class strength calculus accordingly. Principles for selec-

tive/decaying memory can be easily incorporated within these classifiers. Complementarily, stochastic classifiers

were proposed by testing the likelihood of new observations to be described by class-conditional probabilistic mod-

els of a data partition. Finally, we show the applicability of these classifiers to learn from varying data structures,

including multivariate time series, itemset sequences, multi-sets of events and multi-dimensional databases.

Implications
The proposed contributions are key for a wide-range of biomedical and social applications, including phenotype discrimination from
gene expression time series; disease prediction from repositories of clinical events; classification of user behavior from collections of
temporal snapshots of a social network; diagnosis from (multivariate) physiological signals; financial decision support from reposito-
ries of trading actions; marketing initiatives from (e-)commerce events, and web content organization from user actions.

Contrasting with existing classifiers, the proposed associative classifiers provide the possibility to learn from multi-sets of events,
handling arbitrary levels of sparsity between events and integrating distinct event types (heterogeneous attributes). Similarly, the
proposed classifiers are also critical to learn from regions of three-way time series given by discriminative cascades.

Finally, the provided comparison between deterministic and stochastic learners offer key principles for an adequate selection and
parameterization of classifiers according to the end goal and the properties of the input data.

Fifth, we proposed a structured view on how to assess and shape the guarantees of statistical significance of

classifiers learned from high-dimensional data. For this purpose, we first discussed the benefits from learning

from statistically significant regions and extended the previously proposed statistical views of regions to also assess

the significance of their discriminative power. This statistical view was used to revise the behavior of associative

classifiers, decision trees and random forests, thus minimizing their propensity to underfit high-dimensional data.

We further extended these statistical views to assess the impact that training and testing functions have on the

risk towards false positive and negative decisions. To turn these views transparent to the user, we proposed the

annotation of rules and classification decisions with an indicative score of their guarantees of statistical significance.

Moreover, in order to avoid the blind optimization of the behavior of classifiers according to this criteria, we revised

their learning according to both accuracy (average error) and significance (variability of error) views.

Implications
Guaranteeing that classification decisions are inferred from statistically significant models is of heightened importance to learn biolog-
ical and clinical markers and to support computer-aided decisions associated with medical/trading/marketing/administrative initiatives
with either high impact on daily lives or high costs.

These contributions are also vital to guarantee the adequacy of learning from high-dimensional data with a (possibly) limited
number of observations. In particular, they are decisive to surpass the: 1) overfitting risk of global classifiers (by guaranteeing that
uninformative regions are discarded); 2) underfitting risk of classifiers reliant on procedures for dimensionality reduction (by preventing
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the loss of relevant regions and the inclusion of new forms of bias); and 3) underfitting risk of local classifiers (by guaranteeing that
decision rules are inferred from significantly informative and discriminative regions).

The provided results stress the importance of embracing sound statistical views to assess the propensity of a given classifier to
make false positive and false negative decisions. As such, new directions for future work become necessary: the extension of the
provided experimental analysis; the exploration of the provided statistical principles to further guide the learning of local classifiers;
and the generalization of the proposed contributions towards alternative classification models, such as support vector machines,
neural networks and Bayesian classifiers.

Sixth and finally, we tackled the multi-period classification task by proposing new algorithms able to: 1) learn

sequences of classes with intricate stochastic dependencies, and 2) embed (single-label) classifiers to adequately

learn from tabular and structured data. In this context, we motivated and formalized the task, studied meaningful

metrics (sensitive to temporal misalignments and error accumulation on the estimated sequences) to robustly assess

multi-period classifiers, and proposed new algorithms reliant on clustering for an adequate reduction and recovery

of the space of sequences. Variants of the clustering-based algorithms were proposed based on the segmentation of

the sequence of classes (based on their local periodicities) and on the use of sliding-windows to minimize the risk

towards false positive and false negative decisions.

Implications
Multi-period classification is essential to answer a wide-set of real-world problems. The prediction of the evolving state of living,
geophysical, economic and societal systems (referred as one of the ten most critical data mining challenges for this decade [693]) is
necessary to: anticipate epidemics or environmental changes; assess key changes in human health (from clinical, psychophysiologi-
cal and biological perspectives) and human behavior (based social data); support personalized decisions (prognostics); characterize
disease progression; and support administrative decisions in both private industries and public sectors and planning tasks.

The proposed contributions to model the stochastic dependencies between the periods under classification and embed existing
learning functions opens up new possibilities for the application of existing classifiers for predictive tasks from varying data structures.

1.3 Future Work

Below, we highlight potentially relevant research for future work according to the five books in this thesis.

Book II Performance Guarantees of Models Learned from High-Dimensional Data

• analyze the pros and cons of surveyed/proposed loss functions for local descriptive models by measuring

their ability to correctly assess changes in the behavior of biclustering, triclustering and cascade learning

algorithms;

• study the variability of performance (over/underfitting components) of state-of-the-art biclustering and tri-

clustering algorithms using the proposed principles to collect error estimates;

• apply the proposed error estimators to better assess the performance of state-of-the-art and new classifiers on

real and synthetic data: 1) interpret differences from using dimensionality reduction procedures with varying

extent, 2) study generalization capacity (error decomposition), and 3) measure the relevance of smoothing

factors on high-dimensional data for a more informed analysis of the error;

• assess the performance of learners using synthetic data with several local and global regularities (heatmaps

on their empirical ability to learn from regions with varying structure and homogeneity);

Book III Learning Local Descriptive Models from Tabular Data

• systematic comparison of stochastic versus deterministic methods for biclustering, as well as exploration of

their synergies for the development of new learning functions (combining benefits) or ensemble models;

• study the relevance and applicability of pattern-based biclustering for heterogenous data analysis (including

the role of biclusters with mixture models (Basics III-3.2) to combine sets of features from different sources);

• extend (pattern-based) biclustering for integrative data analysis (such as combined analysis of biological

networks and expression data [341, 297, 576]) with a focus on guiding the learning and validating outputs;



422 Chapter 1. Final Discussion

• understand to which extent can highly flexible biclustering models (such as the ones proposed in this thesis)

be used to exhaustively decompose and characterize the regularities of an input dataset;

• characterize the properties of regions (structure, coherency and quality) observed across data domains;

• study and quantify the relevance of the proposed biclustering models for sparse data analysis, including: 1)

structurally sparse data, 2) data with an arbitrary-high number of missings (with an heightened focus on

clinical data), and 3) data with a large amount of uninformative elements (e.g. undifferentiated expression,

inconclusive ratings, low word-counts, unprofitable decisions, healthy evaluations);

• analyze the role of the proposed algorithms for biclustering network data to characterize the functions of

molecular entities with less-studied or with yet unclear roles based on constraint-free searches and searches

for coherent modules with succinct constraints (to guarantee their inclusion in solutions);

• apply biclustering to the analysis of non-trivial communities in social networks (where individual may have

different degree of activity and involvement);

• apply the plaid model to biological and social networks in order to: 1) explore network structure, 2) identify

hubs, and 3) assess the type of connectivity between modules;

• apply additive and multiplicative models to analyze clinical data, with a focus on physiological responses and

clinical records (highly affected by individual differences, possibly explained by scales and shifts);

• apply the order-preserving model to group individuals with coherent variation of: 1) preferences during

browsing, (e-)commercing and collaborative rating, and 2) behavior for trading, interaction and tweeting;

• systematically identify and categorize the nature of the interactions between biological processes and social

groups based on the analysis of their overlapping regulatory and behavioral activity (plaid model), including

simplistic relations (such as is-part-of or exchanges-with) and complex interdependencies;

• analyze the relevance of multiple functions and relaxations to describe plaid effects in biological and social

domains. Illustrating, scaling functions can be used to model biological processes with catalyzing regulatory

effect on another process, while ’in-between’ relaxations to model incremental yet non-linear effects;

• develop new pattern mining searches able to discover lengthy and dissimilar approximate patterns using

smaller patterns retrieved from an adequate exploration of the different regions in a data space;

• assess of the relevance of noise-free discretization for the different real-world problems;

• overview the classes of computational methods for symbolic data analysis that can be adapted to support

multi-item assignments, adapt of these methods accordingly, and quantify the changes in performance;

• study the impact of the proposed postprocessing procedures for alternative tasks (such as indexing);

• study the proposed new task of pattern mining methods with variable support (Section III-7.2), and assess its

relevance and applicability to answer real-world problems (e.g. maximum bipartite matching);

• enumerate relevant succinct, (anti-)monotonic, convertible and prefix-monotone constraints for biomedical

and social data domains, and quantification of the impact of their incorporating;

• assess the benefits of incorporating annotations from knowledge repositories (including those listed in Pointer

II-2.2) and literature on the performance of pattern-based algorithms;

• study new imputation methods for missing values by discovering pattern-based biclusters covering these

missings (under succinct constraints) and recovering the expected value from the underlying coherency;

• develop and validate new methods to adjust the confidence of molecular associations and predict unknown

associations based on the analysis of the sparse and noisy (yet coherent) network modules where nodes of

interest appear;

Book IV Learning Local Descriptive Models from Structured Data

• assess the relevance of cascade learning to model regulatory responses from expression time series, including

the analysis of responses (uniquely) elicited for a given drug, condition or induced stimuli;

• study the temporal kinetics of regulatory cascades by further assessing the variability across observations;
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• extend cascade learning to the analysis of temporal biological and social networks given by snapshots of a

weighted graph at different time points;

• apply cascade learning to model unique behavioral responses associated with cascades of social interaction,

web navigation, commercial activity and financial decisions;

• extract annotations and constraints from stable gene regulatory networks and use them to guide the learning

of regulatory cascades from experimental data;

• extend cascade learning to integrative data analysis, and apply it for the combined analysis of expression,

metabolic and proteomic time series;

• study the relevance of the proposed algorithms for multi-sets of events in the unsupervised analysis of busi-

ness databases (from marked facts of interest from multi-dimensional databases or tables of interest from

relational databases), as well as loose collections of user actions and financial transactions;

• study the potential of developing new learning algorithms to find alternative types of temporal patterns from

structured data (such as calendric rules and chords [467]);

• integrate contributions from constraint-based sequential pattern mining to learn cascades and arrangements

of events from structured data in the presence of background knowledge; systematize relevant constraints

across domains; and quantify their benefits;

• generalize the proposed principles for the stochastic modeling of itemset sequences to use temporal neural

networks and dynamic Bayesian networks (as they can embed Markovian assumptions [478, 74]);

• assess the fit and relevance of the proposed probabilistic methods to model web usage logs, commercial

transactions, and financial decisions in the stock market;

• study the potential of the proposed HMMs to dynamically self-learn their architectures from data [603, 233];

Book V Significance Guarantees of Local Descriptive Models

• analyze the guarantees of statistical significance provided by (parameter-free) feature selection and dimen-

sionality reduction procedures;

• infer heuristics from the proposed statistical views to guide alternative biclustering algorithms;

• exhaustively compare state-of-the-art biclustering algorithms regarding their: ability to minimize false pos-

itives (ability to exclude non-significant biclusters), and minimize false negatives (by testing their ability to

recover planted significant biclusters);

• motivate the relevance of the proposed statistical views by collecting a sample of scientific articles (with a

focus on the analysis of local associations) and validating whether the inferred scientific statements have a

proper ground truth or not;

• systematically analyze the impact of the properties of a cascade/arrangement (support, shape, noise) and of

the input data (size, order, time points, sparsity, regularities) on statistical significance;

• extend the proposed statistical views (for symbolic temporal patterns) towards real-valued temporal patterns;

• compare the pros and cons of statistically testing patterns from deterministic vs. probabilistic models;

Book VI Learning Effective Classifiers from Local Descriptive Models

• study the extensibility of the proposed contributions towards regression problems. A possible avenue is to

explore mappings between classifiers and regression methods able to infer decisions from regions (such as

logistic model trees);

• systematize the relevance of learning classifiers from regions with distinct coherency and quality for real-

world problems (e.g. impact of order-preserving models for planning, scheduling and recommendation);

• characterize the properties of discriminative regions from labeled biomedical and social data;

• improve biclustering searches by pushing varying discriminative criteria into the mining step;

• study the applicability of branch-and-bound or iterative-deepening searches for (pattern-based) biclustering;

• apply the proposed classifiers over sparse data and networks with labeled nodes;
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• study the relevance of the proposed associative classifiers to learn biological and clinical markers;

• validate biological and clinical of putative markers learned from experimental data based on the statistical

significance of the learned associations;

• assess the guarantees of statistical significance of existing classifiers by analyzing the properties of the learned

models from biomedical and social data domains.

• motivate the relevance of annotating classification decisions with indicators of their statistical significance by

applying the proposed principles to annotate medical/trading/marketing/administrative decisions from real

data (decisions with high risks and/or costs);

• study the possibility to enhance alternative classification models with the proposed statistical principles,

including support vector machines, neural networks and Bayesian classifiers;

• infer heuristics to promote the selection of statistically significant regions to guide the learning of local clas-

sifiers (and quantification of their impact and ability to narrow the search space);

• quantify the impact of noise on the significance guarantees of classification rules;

• develop a methodology to transparently assess the propensity of a (local) classifier to make false positive and

false negative decisions through the analysis of the learned models;

• study the relevance of modeling regions from heterogeneous data sources in classification;

• apply the proposed classifiers for structured data to a wider-set of problems, including diagnosis from (mul-

tivariate) physiological signals, financial decision support from trading actions, marketing initiatives from

(e-)commerce events, and content suggestions from user logs;

• extend the proposed associative classifiers to learn from temporal snapshots of a biological or social network;

• analyze the impact of customizing the architectural components of the proposed stochastic methods in accor-

dance with the properties of the input structured data;

• specify relevant constraints across tabular/structured data domains (along with principles for their effective

incorporation) to guide the learning of classifiers;

• assess of the impact of annotating observations (extracting an arbitrary number of labels from their values)

on the classifiers’ behavior;

• extend associative classifiers to adequately learn from ordinal labels;

• apply multi-period classifiers to answer a wider-set of real-world problems, including prognosis of disease,

planning of physical resources, and long-term budgeting predictions;

• assess the adequacy of the proposed multi-period classifiers for the prediction of sequences of upcoming

events and for the classification of non-uniform and non-convex periods;

• extend multi-period classifiers to deal with lengthy sequences of labels, including principles for memory

sampling (to selectively forget estimated periods) and assessing their local-stationarity (to guide segmentation);

• develop updatable multi-period classifiers to anticipate critical events based on continuously incoming data;

• quantify the impact of using similarity functions able to adequately measure temporal mismatches to affect

the behavior and assess the true performance of multi-period classifiers;

The listed directions for future research can be essentially divided according to their aim: 1) application, 2)

extension, 3) exploration, or 4) validation. First, the developed algorithms for describing and classifying data can

be applied on alternative real-world data to either perform domain-specific analysis or infer domain-independent

principles. Second, the same algorithms can be extended in order to: 1) guarantee their further improvement, 2)

support new behavior (such as the possibility to interpret new forms of knowledge), and 3) solve new problems

(such as the possibility to describe heterogeneous data or to classify ordinal classes). Third, the synergies between

the proposed contributions and existing work can be explored in order to use the proposed principles to support

other tasks (such as dimensionality reduction) or benefit from other tasks (such as structured pattern mining).

Finally, the provided statistical and performance views can be use to validate available and upcoming learning

algorithms and scientific statements inferred from the input data or the learned models.
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• Rui Henriques, Ana Paiva and Cláudia Antunes, 2012, On the Need of New Methods to Mine Electrodermal Activity in

Emotion-centered Studies, In AAMAS’12, 8th IW on Agents and Data Mining Interaction, Springer-Verlag LNAI series,

Valência, Spain



Bibliography
[1] Pattern Extraction for Time Series Classification, PKDD ’01, London, UK, UK, 2001. Springer-Verlag.
[2] M. Abraham, J.T. Ahlman, A.J. Boudreau, J.L. Connelly, and D.D. Evans. CPT 2011: Standard Edition. CPT / Current Procedural

Terminology. American Medical Association Press, 2010.
[3] C. J. Adcock. Sample size determination: a review. J. of the Royal Statistical Society: Series D (The Statistician), 46(2):261–283, 1997.
[4] Ramesh C Agarwal, Charu C Aggarwal, and VVV Prasad. A tree projection algorithm for generation of frequent item sets. Journal of

parallel and Distributed Computing, 61(3):350–371, 2001.
[5] C. Aggarwal and P. Yu. A new framework for itemset generation. In Symposium on Princ. of database systems, pages 18–24. ACM, 1998.
[6] Charu C. Aggarwal, Yan Li, Jianyong Wang, and Jing Wang. Frequent pattern mining with uncertain data. In Proceedings of the 15th

ACM SIGKDD International Conference on Knowledge Discovery and Data Mining, KDD ’09, pages 29–38, New York, NY, USA, 2009. ACM.
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[122] André Valério Carreiro, Artur J Ferreira, Mário AT Figueiredo, and Sara Cordeiro Madeira. Towards a classification approach using
meta-biclustering: Impact of discretization in the analysis of expression time series. Journal of integrative bioinformatics, 9(3):207,
2012.

[123] Malika Charrad and Mohamed Ben Ahmed. Simultaneous clustering: A survey. In Pattern Recognition and Machine Intelligence, pages
370–375. Springer, 2011.

[124] Dehao Chen, Chunrong Lai, Wei Hu, Wenguang Chen, Yimin Zhang, and Weimin Zheng. Tree partition based parallel frequent pattern
mining on shared memory systems. In IPDPS, page 8, 2006.

[125] Jingchun Chen and Bo Yuan. Detecting functional modules in the yeast protein–protein interaction network. Bioinformatics,
22(18):2283–2290, 2006.

[126] Ting Chen, Hongyu L He, George M Church, et al. Modeling gene expression with differential equations. In Pacific symposium on
biocomputing, volume 4, page 4, 1999.

[127] Ting Chen, Hongyu L He, George M Church, et al. Modeling gene expression with differential equations. In Pacific symposium on
biocomputing, volume 4, page 4, 1999.

[128] Xiaodong Chen and Ilias Petrounias. A framework for temporal data mining. In Database and Expert Systems App., DEXA ’98, pages
796–805, London, UK, UK, 1998. Springer-Verlag.

[129] Haibin Cheng, Pang-Ning Tan, Jing Gao, and Jerry Scripps. Multistep-ahead time series prediction. In Ng, Kitsuregawa, Li, and Chang,
editors, Advances in Knowledge Discovery and Data Mining, volume 3918 of Lecture Notes in Computer Science, pages 765–774. Springer
Berlin, Heidelberg, 2006.

[130] Hong Cheng. Towards Accurate and Efficient Classification: A Discriminative and Frequent Pattern-Based Approach. ProQuest, 2008.
[131] Hong Cheng, Xifeng Yan, Jiawei Han, and Philip S Yu. Direct discriminative pattern mining for effective classification. In Data Engineering,

2008. ICDE 2008. IEEE 24th International Conference on, pages 169–178. IEEE, 2008.
[132] Hong Cheng, Philip S. Yu, and Jiawei Han. Approximate frequent itemset mining in the presence of random noise. In Oded Maimon and

Lior Rokach, editors, Soft Computing for Knowl. Disc. and Data Mining, pages 363–389. Springer, 2008.
[133] Kin-On Cheng, Ngai-Fong Law, Wan-Chi Siu, and TH Lau. Bivisu: software tool for bicluster detection and visualization. Bioinformatics,

23(17):2342–2344, 2007.
[134] Yizong Cheng and George M. Church. Biclustering of expression data. In Intelligent Systems for Molecular Biology, pages 93–103. AAAI

Press, 2000.
[135] J Michael Cherry, Eurie L Hong, Craig Amundsen, Rama Balakrishnan, Gail Binkley, Esther T Chan, Karen R Christie, Maria C Costanzo,

Selina S Dwight, Stacia R Engel, et al. Saccharomyces genome database: the genomics resource of budding yeast. Nucleic acids research,
page gkr1029, 2011.

[136] David W Cheung, Jiawei Han, Vincent T Ng, and CY Wong. Maintenance of discovered association rules in large databases: An
incremental updating technique. In Data Engineering, 1996. Proceedings of the Twelfth International Conference on, pages 106–114.
IEEE, 1996.

[137] Ding-Ying Chiu, Yi-Hung Wu, and Arbee L. P. Chen. An efficient algorithm for mining frequent sequences by a new strategy without
support counting. In ICDE, pages 375–, Washington, DC, USA, 2004. IEEE Computer Society.

[138] Hyungwon Choi, Sinae Kim, Anne-Claude Gingras, and Alexey I Nesvizhskii. Analysis of protein complexes through model-based
biclustering of label-free quantitative ap-ms data. Mol Syst Biol, 6:385, 2010.

[139] Keunho Choi, Sukhoon Chung, Hyunsill Rhee, and Yongmoo Suh. Classification and sequential pattern analysis for improving managerial
efficiency and providing better medical service in public healthcare centers. Healthc Inform Res., 16(2):67–76, 2010.

[140] Keunho Choi, Sukhoon Chung, Hyunsill Rhee, and Yongmoo Suh. Classification and sequential pattern analysis for improving managerial
efficiency and providing better medical service in public healthcare centers. Healthcare informatics research, 16(2):67–76, 2010.

[141] Salim A Chowdhury and Mehmet Koyutürk. Identification of coordinately dysregulated subnetworks in complex phenotypes. In Pacific
Symposium on Biocomputing, volume 15, pages 133–144. World Scientific, 2010.

[142] Han-Yu Chuang, Eunjung Lee, Yu-Tsueng Liu, Doheon Lee, and Trey Ideker. Network-based classification of breast cancer metastasis.
Molecular Systems Biology, 3(1), 2007.

[143] Darya Chudova and Padhraic Smyth. Pattern discovery in sequences under a markov assumption. In 8th ACM SIGKDD, KDD ’02, pages
153–162, New York, NY, USA, 2002. ACM.

[144] Recep Colak. Towards finding the complete modulome: density constrained biclustering. PhD thesis, Simon Fraser University, 2008.
[145] Recep Colak, Flavia Moser, Jeffrey Shih-Chieh Chu, Alexander Schönhuth, Nansheng Chen, and Martin Ester. Module discovery by

exhaustive search for densely connected, co-expressed regions in biomolecular interaction networks. PLoS One, 5(10):e13348, 2010.



[146] Gao Cong, Kian-Lee Tan, Anthony K. H. Tung, and Xin Xu. Mining top-k covering rule groups for gene expression data. In Proceedings of
the 2005 ACM SIGMOD International Conference on Management of Data, SIGMOD ’05, pages 670–681, New York, NY, USA, 2005. ACM.

[147] Gao Cong, Kian-Lee Tan, Anthony KH Tung, and Xin Xu. Mining top-k covering rule groups for gene expression data. In Proceedings of
the 2005 ACM SIGMOD international conference on Management of data, pages 670–681. ACM, 2005.

[148] Gao Cong, Anthony KH Tung, Xin Xu, Feng Pan, and Jiong Yang. Farmer: Finding interesting rule groups in microarray datasets. In
Proceedings of the 2004 ACM SIGMOD international conference on Management of data, pages 143–154. ACM, 2004.

[149] Daniel L Cook, Anthony N Gerber, and Stephen J Tapscott. Modeling stochastic gene expression: implications for haploinsufficiency.
Proceedings of the National Academy of Sciences, 95(26):15641–15646, 1998.

[150] Alberto Corigliano and Stefano Mariani. Parameter identification in explicit structural dynamics: performance of the extended kalman
filter. Computer Methods in Applied Mechanics and Engineering, 193(36):3807–3835, 2004.

[151] Ivan G. Costa, Alexander Schönhuth, Christoph Hafemeister, and Alexander Schliep. Constrained mixture estimation for analysis and
robust classification of clinical time series. Bioinformatics, 25(12):i6–i14, June 2009.

[152] Chad Creighton and Samir Hanash. Mining gene expression databases for association rules. Bioinformatics, 19(1):79–86, 2003.
[153] Nello Cristianini and John Shawe-Taylor. An introduction to support vector machines and other kernel-based learning methods. Cambridge

university press, 2000.
[154] Phuong Dao, Recep Colak, Salari, Moser, Davicioni, Schönhuth, and Martin Ester. Inferring cancer subnetwork markers using density-

constrained biclustering. Bioinformatics, 26(18):i625–i631, 2010.
[155] Ranajit Das, Sushmita Mitra, Haider Banka, and Subhasis Mukhopadhyay. Evolutionary biclustering with correlation for gene interaction

networks. In Ashish Ghosh, RajatK. De, and SankarK. Pal, editors, Pattern Recognition and Machine Intelligence, volume 4815 of Lecture
Notes in Computer Science, pages 416–424. Springer Berlin Heidelberg, 2007.

[156] Ranajit Das, Sushmita Mitra, and Subhasis Mukhopadhyay. Cross-correlation and evolutionary biclustering: Extracting gene interaction
sub-networks. In Santanu Chaudhury, Sushmita Mitra, C.A. Murthy, P.S. Sastry, and SankarK. Pal, editors, Pattern Recognition and
Machine Intelligence, volume 5909 of Lecture Notes in Computer Science, pages 199–204. Springer Berlin Heidelberg, 2009.

[157] Ranajit Das, Sushmita Mitra, C.A. Murthy, and Subhasis Mukhopadhyay. A least squares fitting-based modeling of gene regulatory sub-
networks. In Santanu Chaudhury, Sushmita Mitra, C.A. Murthy, P.S. Sastry, and SankarK. Pal, editors, Pattern Recognition and Machine
Intelligence, volume 5909 of Lecture Notes in Computer Science, pages 165–170. Springer Berlin Heidelberg, 2009.

[158] Aynur Dayanik, David D. Lewis, David Madigan, Vladimir Menkov, and Alexander Genkin. Constructing informative prior distributions
from domain knowledge in text classification. In Proceedings of the 29th Annual International ACM SIGIR Conference on Research and
Development in Information Retrieval, SIGIR ’06, pages 493–500, New York, NY, USA, 2006. ACM.

[159] P.A.D. de Castro, F.O. de Franga, H.M. Ferreira, and F.J. Von Zuben. Applying biclustering to perform collaborative filtering. In Intelligent
Systems Design and Applications, pages 421–426, Oct 2007.

[160] Fabŕıcio Olivetti de França, Guilherme Palermo Coelho, and Fernando J Von Zuben. Predicting missing values with biclustering: A
coherence-based approach. Pattern Recognition, 46(5):1255–1266, 2013.

[161] F.O. de Franga and F.J. Von Zuben. Extracting additive and multiplicative coherent biclusters with swarm intelligence. In Evolutionary
Computation (CEC), 2011 IEEE Congress on, pages 632–638, June 2011.

[162] Michiel De Hoon, Seiya Imoto, Kazuo Kobayashi, Naotake Ogasawara, and Satoru Miyano. Inferring gene regulatory networks from
time-ordered gene expression data of bacillus subtilis using differential equations. In Biocomputing 2003: Proc. Pacific Symposium,
volume 8, pages 17–28, 2002.

[163] Michiel De Hoon, Seiya Imoto, Kazuo Kobayashi, Naotake Ogasawara, and Satoru Miyano. Inferring gene regulatory networks from
time-ordered gene expression data of bacillus subtilis using differential equations. In Biocomputing 2003: Proc. Pacific Symposium,
volume 8, pages 17–28, 2003.

[164] Hidde De Jong. Modeling and simulation of genetic regulatory systems: a literature review. Journal of computational biology, 9(1):67–
103, 2002.

[165] M.C.P. de Souto, D.S.A. de Araujo, I.G. Costa, R. Soares, T.B. Ludermir, and A. Schliep. Comparative study on normalization procedures
for cluster analysis of gene expression datasets. In IJCNN, pages 2792 –2798. IEEE, june 2008.
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[271] Israel Guerra, Löıc Cerf, João Foscarini, Michel Boaventura, and Wagner Meira. Constraint-based search of straddling biclusters and

discriminative patterns. JIDM, 4(2):114–123, 2013.
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[288] W. Hämälinen and M. Nykänen. Efficient discovery of statistically significant association rules. In ICDM, pages 203–212. IEEE CS, 2008.
[289] E.-H. Han, G. Karypis, and V. Kumar. Min-apriori: An algorithm for finding association rules in data with continuous attributes, 1997.
[290] Jiawei Han, Hong Cheng, Dong Xin, and Xifeng Yan. Frequent pattern mining: current status and future directions. Data Min. Knowl.

Discov., 15(1):55–86, August 2007.
[291] Jiawei Han, Jian Pei, Guozhu Dong, and Ke Wang. Efficient computation of iceberg cubes with complex measures. SIGMOD Rec.,

30(2):1–12, May 2001.
[292] Jiawei Han, Jian Pei, and Yiwen Yin. Mining frequent patterns without candidate generation. SIGMOD Rec., 29(2):1–12, 2000.
[293] Jiawei Han, Qiang Yang, and Edward Kim. Plan mining by divide-and-conquer. In ACM SIGMOD IW on Research Issues in DMKD, 1999.
[294] Lixin Han and Hong Yan. Bsn: An automatic generation algorithm of social network data. Journal of Systems and Software, 84(8):1261

– 1269, 2011.
[295] Blaise Hanczar and Mohamed Nadif. Ensemble methods for biclustering tasks. Pattern Recognition, 45(11):3938–3949, 2012.
[296] D J Hand. Recent advances in error rate estimation. Pattern Recogn. Lett., 4(5):335–346, November 1986.
[297] Daniel Hanisch, Alexander Zien, Ralf Zimmer, and Thomas Lengauer. Co-clustering of biological networks and gene expression data.

Bioinformatics, 18(suppl 1):S145–S154, 2002.
[298] J. A. Hartigan. Direct Clustering of a Data Matrix. Journal of the American Statistical Association, 67(337):123–129, 1972.
[299] J. A. Hartigan and M. A. Wong. A k-means clustering algorithm. JSTOR: Applied Statistics, 28(1):100–108, 1979.



[300] David Haussler, Michael Kearns, and Robert Schapire. Bounds on the sample complexity of bayesian learning using information theory
and the vc dimension. In Proceedings of the fourth annual workshop on Computational learning theory, COLT ’91, pages 61–74, San
Francisco, CA, USA, 1991. Morgan Kaufmann Publishers Inc.

[301] Trond Hellem, Bjarte Dysvik, and Inge Jonassen. LSimpute: accurate estimation of missing values in microarray data with least squares
methods. Nucleic acids research, 32(3):34+, February 2004.

[302] R. Henriques and C. Antunes. Learning predictive models from integrated healthcare data: Extending pattern-based and generative
models to capture temporal and cross-attribute dependencies. In System Sciences (HICSS), 2014 47th Hawaii International Conference
on, pages 2562–2569, Jan 2014.

[303] R. Henriques and S. Madeira. Biclustering with flexible plaid models to unravel interactions between biological processes. Computational
Biology and Bioinformatics, IEEE/ACM Transactions on, 2015.

[304] R. Henriques, A. Paiva, and C. Antunes. Accessing emotion patterns from affective interactions using electrodermal activity. In Affective
Computing and Intelligent Interaction (ACII), 2013 Humaine Association Conference on, pages 43–48, Sept 2013.

[305] Rui Henriques, Claudia Antunes, and Sara C. Madeira. A structured view on pattern mining-based biclustering. Pattern Recognition,
2015.
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[326] Petter Holme and Jari Saramäki. Temporal networks. Physics reports, 519(3):97–125, 2012.
[327] Neal S Holter, Amos Maritan, Marek Cieplak, Nina V Fedoroff, and Jayanth R Banavar. Dynamic modeling of gene expression data.

Proceedings of the National Academy of Sciences, 98(4):1693–1698, 2001.
[328] Neal S Holter, Amos Maritan, Marek Cieplak, Nina V Fedoroff, and Jayanth R Banavar. Dynamic modeling of gene expression data.

Proceedings of the National Academy of Sciences, 98(4):1693–1698, 2001.
[329] Pi-Fuei Hsieh and David Landgrebe. Classification of high dimensional data. ECE Technical Reports, page 52, 1998.
[330] Chih-Wei Hsu, Chih-Chung Chang, Chih-Jen Lin, et al. A practical guide to support vector classification, 2003.
[331] Bing Hu, Yanping Chen, and Eamonn J Keogh. Time series classification under more realistic assumptions. In SDM, pages 578–586.

SIAM, 2013.
[332] Bing Hu, Yanping Chen, and Eamonn J. Keogh. Time series classification under more realistic assumptions. In SDM, pages 578–586.

SIAM, 2013.
[333] Jianping Hua, Zixiang Xiong, James Lowey, Edward Suh, and Edward R. Dougherty. Optimal number of features as a function of sample

size for various classification rules. Bioinformatics, 21(8):1509–1515, April 2005.
[334] Qinghua Huang. A biclustering technique for mining trading rules in stock markets. In Dehuai Zeng, editor, Applied Informatics and

Communication, volume 224 of Communications in Computer and Information Science, pages 16–24. Springer Berlin Heidelberg, 2011.
[335] Qinghua Huang. A biclustering technique for mining trading rules in stock markets. In Dehuai Zeng, editor, Applied Informatics and

Communication, volume 224 of Communications in Comp. and Inf. Science, pages 16–24. Springer Berlin Heidelberg, 2011.
[336] Shoudong Huang and Gamini Dissanayake. Convergence and consistency analysis for extended kalman filter based slam. Robotics, IEEE

Transactions on, 23(5):1036–1049, 2007.



[337] Sui Huang. Gene expression profiling, genetic networks, and cellular states: an integrating concept for tumorigenesis and drug discovery.
Journal of Molecular Medicine, 77(6):469–480, 1999.

[338] Yaochun Huang, Hui Xiong, Weili Wu, and Sam Y. Sung. Mining quantitative maximal hyperclique patterns: a summary of results. In
Proceedings of the 10th Pacific-Asia conference on Advances in Knowledge Discovery and Data Mining, PAKDD’06, pages 552–556, Berlin,
Heidelberg, 2006. Springer-Verlag.

[339] Dirk Husmeier. Sensitivity and specificity of inferring genetic regulatory interactions from microarray experiments with dynamic bayesian
networks. Bioinformatics, 19(17):2271–2282, 2003.

[340] Trey Ideker, Owen Ozier, Benno Schwikowski, and Andrew F Siegel. Discovering regulatory and signalling circuits in molecular interac-
tion networks. Bioinformatics, 18(suppl 1):S233–S240, 2002.

[341] Trey Ideker, Owen Ozier, Benno Schwikowski, and Andrew F Siegel. Discovering regulatory and signalling circuits in molecular interac-
tion networks. Bioinformatics, 18(suppl 1):S233–S240, 2002.

[342] Jan Ihmels, Sven Bergmann, and Naama Barkai. Defining transcription modules using large-scale gene expression data. Bioinformatics,
20(13):1993–2003, September 2004.

[343] K. Iswandy and A. Koenig. Towards effective unbiased automated feature selection. In Hybrid Intelligent Systems, pages 29–29, 2006.
[344] Tommi Jaakkola, David Haussler, et al. Exploiting generative models in discriminative classifiers. Advances in neural information

processing systems, pages 487–493, 1999.
[345] Qiong Jackson, David Landgrebe, et al. An adaptive classifier design for high-dimensional data analysis with a limited training data set.

Geoscience and Remote Sensing, IEEE Transactions on, 39(12):2664–2679, 2001.
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[532] Beatriz Pontes, Raúl Giráldez, and Jesús S Aguilar-Ruiz. Configurable pattern-based evolutionary biclustering of gene expression data.
Algorithms for Molecular Biology, 8(1):4, 2013.

[533] Ignacio Ponzoni, Francisco Azuaje, Juan Augusto, and David Glass. Inferring adaptive regulation thresholds and association rules from
gene expression data through combinatorial optimization learning. IEEE/ACM Trans. Comput. Biology Bioinform., 4(4):624–634, 2007.

[534] R. Potharst and A. J. Feelders. Classification trees for problems with monotonicity constraints. SIGKDD Explor. Newsl., 4(1):1–10, June
2002.

[535] Richard J. Povinelli, Michael T. Johnson, Andrew C. Lindgren, and Jinjin Ye. Time series classification using gaussian mixture models of
reconstructed phase spaces. IEEE Trans. on Knowl. and Data Eng., 16(6):779–783, June 2004.
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[620] M.C. Teixeira, P.T. Monteiro, J. Guerreiro, J.P. Gonçalves, N.P. Mira, S.C. dos Santos, T.R. Cabrito, M. Palma, C. Costa, A.P. Francisco,
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