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Abstract

This paper describes the INSIDE system, a networked robot system designed
to allow the use of mobile robots as active players in the therapy of children with
autism spectrum disorders (ASD). While a significant volume of work has ex-
plored the impact of robots in ASD therapy, most such work comprises remotely
operated robots and/or well-structured interaction dynamics. In contrast, the
INSIDE system allows for complex, semi-unstructured interaction in ASD ther-
apy while featuring a fully autonomous robot. In this paper we describe the
hardware and software infrastructure that supports such rich form of interac-
tion, as well as the design methodology that guided the development of the
INSIDE system. We also present some results on the use of our system both in
pilot and in a long-term study comprising multiple therapy sessions with chil-
dren at Hospital Garcia de Orta, in Portugal, highlighting the robustness and
autonomy of the system as a whole.

1. Introduction

Recent years have witnessed an increasing number of applications of robotic
technology in health and assisted living. Robots of all shapes and forms are
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currently used both for high-precision medical interventions [93] and physical
and cognitive therapy [32, 50, 18, 87].

Of particular interest to this paper is the use of robotic technology in autism
therapy—see, for example, the survey work of Scassellati et al. [80]. Autism
Spectrum Disorders (ASD), as defined by the DSM-V, consist of persistent
deficits in social communication and social interaction across multiple contexts
[2]. Such deficits include difficulties in social-emotional reciprocity, nonverbal
communication, and developing, maintaining, and understanding relationships.
Autism is a spectrum of conditions, and while there are characteristics common
to all ASD individuals, the exact degree to which each individual is affected
by this condition varies greatly [9]. Such enormous variability among individ-
uals poses challenges in terms of therapeutical approaches, as ASD requires a
wide range of interventions in order to help the different individuals in the best
possible way [25].

There is significant controversy regarding the actual prevalence of ASD. Of-
ficial data from the World Health Organization estimates that 1 in 160 children
suffers from some autism spectrum disorder [92]. ASD has social, emotional
and economic costs for the autistic individuals, their families and the commu-
nity [88]. These costs are not limited to childhood: autistic individuals have
several impairments and difficulties throughout their adult life, even when they
receive successful interventions during childhood [8]. Nevertheless, it is gener-
ally accepted that an early and adequate intervention yields a more favorable
outcome [79].

ASD children show little interest in social interaction and instead prefer to
interact with objects [24, 84]. Such preference is particularly evident in their
fascination by computers, tablets and other electronic devices [23]. For example,
it has been reported that even those ASD children that usually interact very
little with human therapists are willing to engage with robots [19, 59, 89]. The
willingness of ASD children to (socially) interact with robots may, in part, be
explained by the predictability and simplicity of their social behavior, when
compared with that of human partners [79]. The use of robotic technology may,
therefore, provide an important tool to develop novel therapeutic approaches in
which children have fun while engaging in a social interaction, something that
is typically difficult for ASD children [84]. Several studies report that children
with autism in effect create affective bonds with social robots [43, 48].

1.1. Robots in ASD therapy
As mentioned above, several projects have explored the use of robots in ASD

therapy. Notable examples include Aurora [22] or, more recently, the DREAM

project [28]. These projects feature a variety of robot platforms that interact
with children during therapy sessions, typically by engaging in some form of
joint activity such as an imitation game or other collaborative task. The studies
conducted in the context of these projects report promising results: during their
interaction with the robots, ASD children are able to exhibit different forms of
social behavior, such as joint attention, eye gaze, spontaneous imitation and
increased engagement in tasks after interaction [9, 22, 68]. Such success attests
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Figure 1: Landscape of robot use in ASD therapy in terms of robot autonomy, interaction
quality, and interaction structure. We include a representative (and not comprehensive) list
of works identified by the robotic platforms used: Bubbleblower [29, 30], Face [67], Infanoid
[46], iRobiQ [94], Kaspar [22, 74], Keepon [48, 47], Labo-1 [89], Muu [52], Nao [33, 28], Pleo
[42, 43], the Roball toy [58, 59], Robota [12, 20], and Tito [27].

to the need for further exploration of the potential impact of robot technology
in the therapy of children with autism spectrum disorders.

To gain a clearer understanding on the use of robots in ASD therapy, it
is educative to carefully consider the interaction between robot, children and
therapists. We look at such interaction from three complementary dimensions:1

1It is interesting to draw a parallel between the three dimensions outlined herein and the
discussion in the work of Scassellati et al. [80]. Scassellati et al. discuss the use of robots in
autism therapy from a broader perspective, considering aspects of robot appearance, human-
robot interaction, and evaluation. Human-robot interaction is further broken down into tar-
geted behavior, role of the robot, and robot autonomy. Although the correspondence is not
exact, it is possible to equate our dimension of “interaction quality” with Scassellati et al.’s
“role of the robot”, and “interaction structure” with “targeted behavior”.
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• Interaction quality, which roughly describes how rich the social interaction
between the robot and the children is. One end of the spectrum corre-
sponds to robots that are little more than toys, providing little to no social
interaction. The other end of the spectrum corresponds to highly inter-
active robotic platforms that allow for rich, multimodal forms of social
interaction, including dialogue, joint manipulation, etc.

• Interaction structure, which roughly describes the type of activities in
which the interaction takes place. One end of the spectrum corresponds
to highly structured activities, that progress according to a strict script in
which the roles and configuration of robot and humans are well defined.
The other end of the spectrum corresponds to unstructured activities such
as free-play.

• Robot autonomy, which describes whether the robot is remotely contro-
lled/tele-operated or fully autonomous.

Figure 1 depicts the landscape of robot use in ASD therapy across the dif-
ferent dimensions outlined above. We include a (non-exhaustive) selection of
representative works featuring a wide variety of robotic platforms. As outlined
in the diagram, existing work can be roughly clustered into three major groups,
that we consider separately.

⇧

The larger cluster—marked as “Tele-operated robots”—corresponds to those
works adopting a Wizard-of-Oz approach [40], in which the robot is remotely
controlled by a human operator (the “Wizard”) who remains “behind the cur-
tain”.2 The Wizard-of-Oz (WoZ) approach is very attractive from a research
perspective: since it relies on human perception, it readily circumvents the
fundamental perceptual challenges that plague any autonomous robot; it also
allows robots (via tele-operation) to exhibit a wide range of social behaviors
and engage in rich interactions, effectively facilitating the study of child-robot
interaction in ASD therapy.

It is not surprising, then, that works featuring tele-operated robots exist
that feature a wide variety of interaction modalities, ranging from very simple
interactions—in which the robot merely exhibits some form of emotional re-
sponse to the child—to significantly more involved interplay, where robot and
child are involved in imitation and turn-taking games. Examples of the former
include work with the Keepon [48, 47] and Pleo robots [42, 43]; a representative
example of the latter is the work done in the context of the Aurora project using
the Kaspar robot [22, 74].

However, in scenarios where the interaction of the child with the robot is
mediated by a therapist (as seen in Fig. 13), a WoZ setup may demand two or

2Since the robot operator is out of the sight of the participants in the experiment, the
robot appears autonomous during the interaction.
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Figure 2: Structured interaction between a child and the Nao robot. The robot and the child
play a turn-taking Tangram game [10].

more therapists (besides the robot technical staff). As interactions become in-
creasingly complex, the burden imposed on the human operators also increases,
requiring them to process an increasing number of inputs from the interaction
and handling an increasingly complex repertoire of actions. Eventually, the
robot may need multiple human operators to engage a child in a rich, multi-
modal interaction. Such a strong dependence on human operators renders WoZ
approaches to autism therapy unaffordable in the long term [86, 80, 28].

As for works featuring autonomous robots, we can identify two additional
clusters that greatly differ in the way the child interacts with the robot. In
one cluster—marked only with “autonomous robots”—we include those works
featuring robots such as Labo-1 [89], Roball [58, 59] or the Bubbleblower [29, 30].
These robotic platforms are endowed with very simple reactive behaviors, which
allow only for the simplest form of interaction. The children interact with these
robots during free play (in an unstructured interaction), but the robots behave
as little more than sophisticated toys, exhibiting no social interaction.

In the other cluster—marked as “autonomous social robots”—we include
works that use robotic platforms such as Infanoid [46], Nao [33, 28] or iRo-
biQ/CARO [94]. For example, Yun et al. [94] describe a robot that autonomously
interacts with a child with ASD during a therapy session. During the therapy
sessions, the child and therapist are siting facing the robot and take turns inter-
acting with the robot. The activity consists of several rounds where the child
is asked to make eye contact or interpret emotional expressions, either with the
robot or with the therapist. The robot autonomously identifies both the child
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and the therapist, and the activity proceeds.
Scenarios such as the one just described feature autonomous robots capable

of exhibiting social interaction capabilities, but rely on very structured inter-
actions, both in terms of the type of activity available to the participants and
even in the way they are configured with respect to one another. For example,
in most such works the child sits in front of the robot and the interaction follows
a strict script (see Fig. 2).

⇧

The INSIDE system sets itself apart from the clusters identified above. Un-
like the works identified in the first cluster—of the “tele-operated robots”—the
robot used in our system acts in an fully autonomous manner. Moreover, unlike
the works identified in the second cluster—of the “autonomous robots”—our
robot exhibits social interaction capabilities. As an example, the robot pro-
motes and explains the different therapeutical activities, provides feedback on
the task—such as encouragement or reinforcement—and asks for assistance.
Finally, it also differs significantly from the works in the third cluster—of the
“autonomous social robots”—as it accommodates a rich set of activities in which
the child is allowed to freely move around the therapy room.

1.2. Contributions
In this paper, we report the work conducted in the context of the project

INSIDE (www.project-inside.pt) towards the development of a networked
robot system that can be used in a wide range of therapeutical activities in-
volving children with autism spectrum disorders. Two key concerns drove the
development of the system and set it apart from other existing platforms used
in robot-enhanced therapy:

• ASTRO, the robot used in the context of the project, should be able to so-
cially interact with the children and be fully autonomous during a therapy
session;

• Within the goals and activities of the therapy session, the child-robot in-
teraction should be as unconstrained as possible, allowing for the children
to freely move and express herself.

The INSIDE system therefore addresses a gap that can be identified from the
previous discussion: our system should enable autonomous social interaction,
while allowing relatively unconstrained activity by the child. Our key contribu-
tion can thus be summarized as the development of a networked robot system
that allows for social and semi-unstructured interaction while featuring a fully
autonomous robot. In particular, the system was developed with the following
key features:

• The robot interacts with a child that is allowed to freely move around the
room. As observed before, such freedom contrasts with most recent work
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featuring ASD therapy with autonomous social robots. The fact that the
child is allowed to freely move around the room poses significant challenges
in terms of perception. For example, during the activities we need to
monitor the whole space of the room and autonomously distinguish the
child from the other agents present in the room (the therapist, the robot,
and the care-takers).

• The child performs a number of different activities during a therapy ses-
sion, such as: (i) finding hidden balls in the room, which actually requires
the child to move around the room; (ii) solving a geometric puzzle; (iii)
play a turn-taking game with the robot; (iv) assisting the robot in moving
across the room.3

• The robot has a key role in the therapy session. During a therapy session,
the robot invites the child to perform activities, explains the activities
to the child, and provides encouragement with positive reinforcements.
In this process, the therapist assists the child, sometimes clarifying the
robot’s explanations, providing additional reinforcement or aiding in phys-
ical aspects of the task; for example, removing the obstacles for the robot
to move to the next activity. Figure 13 illustrates a therapist-mediated
interaction between a child and a robot at the end of a therapy session
conducted in the context of INSIDE. In the background one can see the
room where the activities took place.

• The robot is fully autonomous. In no aspect of the interaction is the robot
controlled by the therapist in the room or the operators outside the room.
For safety concerns—given the size of the robot and the unstructured
nature of the interaction—the robot is nevertheless monitored by human
operators outside the therapy room. These operators have the possibility
to take control of the robot if necessary but, as reported in Section 5, the
robot was able to operate autonomously during a long-term study that
took place in real-world therapy sessions held at Hospital Garcia de Orta,
in Portugal.

The INSIDE system thus pushes the state-of-the-art along two directions: net-
worked robot systems for human-robot interaction and potential use of robots
in ASD therapy.

Networked robotic systems for human-robot interaction. In literature, robots
that are dependable enough to operate autonomously during long periods of
time, involving interaction with humans, are not yet often seen. Several suc-
cessful examples in the literature feature interaction scenarios under routine

3The objects in the room are arranged so as to purposefully block the robot’s access to a
part of the room. The robot autonomously detects the obstacle and, after determining that
it cannot go around it, asks for the child’s assistance in removing the obstacle.
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situations [35, 57]. The interaction with humans involves either elderly or chil-
dren which are keen to cooperate with the robot through multi-modal interfaces
(e.g., speech, touch screens). In other examples, the operation period is neither
too long nor too challenging, as it does not include features such as tracking
people within an environment or human-aware navigation [4, 26].

The scenario considered in our paper features a robot system that can behave
autonomously during a full therapy session, during which it tracks a child moving
about a large room (where parents also sit and a therapist also moves around).
The robot explains the activities and encourages and challenges the child to
improve its performance in the different games. It recognizes words spoken by
the therapist, interpreting them in the context of current tasks, and detects
successful actions by the child (e.g., in completing a puzzle, or finding a given
number of balls hidden all around the room). Given the complexity of the
challenges posed by children with ASD, integrating all these functionalities in
an autonomous robot system is, by itself, a novelty that pushes the state of the
art in robot technology.

Use of robots in ASD therapy. Several projects have explored the use of robots in
ASD therapy, as surveyed above. These projects feature a variety of robot plat-
forms that interact with children during therapy sessions, typically by engaging
in some form of joint activity such as an imitation game or other collaborative
task. These studies can be roughly grouped into two categories:

• One category comprises studies that present unconstrained and unstruc-
tured interactions to observe the reactions and the interaction that arises
between ASD children and different robots. Examples include the works
of Dautenhahn [19], Michaud and Théberge-Turmel [59], and Robins et al.
[73].

• A second category comprises studies in which there is a structured and
constrained interaction aiming at improving specific skills such as joint
attention, imitation, or recognition of emotional expression.4 Examples
include the works of Barakova et al. [3], Bekele et al. [8], Boccanfuso and
O’Kane [13], Brok and Barakova [14], Duquette et al. [27], Liu et al. [49],
Pierno et al. [65], Simut et al. [83], Srinivasan et al. [84], and Tapus et al.
[85].

To be an effective tool for therapy, a robot needs to be autonomous and versatile.
Autonomous to alleviate the human cost associated with its operation; and
versatile to be of use in activities of different types, aimed at improving different
skills. To our knowledge, our work pioneers in the use of an autonomous robot
capable of conducting a small therapy session—from the initial greeting to the
final goodbye—in which multiple and diverse tasks are performed that address

4A notable exception was presented by Clabaugh et al. [17], in which an assistive robot is
used at home, for a month.
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specific impairments of ASD children, that acts like a social agent and engages
in rich social interaction with the children.

2. The INSIDE Intervention Scenarios

In this section we provide a brief overview of the interaction scenarios in
INSIDE, discussing the therapeutic goals and outlining the role of the robot. As
will soon become apparent, the interaction scenarios considered pose a number of
technological challenges—in terms of both perception, cognition and actuation
of the robot—that lie at the core of the design options of the INSIDE system.

2.1. Therapeutic Approach: DIR/Floortime
Children with ASD have a range of occupational performance problems (i.e.,

difficulties in completing everyday activities) and sensory issues that interfere
with their full participation in school, home, and community activities [15]. Re-
gardless of their philosophy, most ASD therapies have a common goal: improve
the quality of life of children with ASD and their families. Occupational ther-
apy tries to achieve this goal by promoting the social participation of children in
natural contexts, developing children’s social competence and improving their
engagement and participation [60, 7].

Occupational therapists working with ASD children frequently adopt the
DIR/FloortimeTM model, developed by the U.S. child psychiatrist Stanley Green-
span (1941-2010) and his colleagues. This model, a semi-structured intervention,
was designed to improve social-emotional growth in children with ASD via in-
teractive play activities individually designed to enhance the child’s play and
social participation [15].

DIR/FloortimeTM focuses on relationships, social skills, meaningful spon-
taneous use of language and communication, and integrated understanding of
human development. The integrated model of human development includes in-
teraction with caregivers and the environment, biological, motor and sensory
differences, and the child’s functional emotional developmental capacities [62].

Several studies have demonstrated that social engagement directly affects
important behaviors like language, requesting, greeting, joint attention and im-
itation, even when these behaviors are not specifically targeted by the interven-
tion program [76, 56].

Greenspan [34] described six functional emotional developmental levels. The
developmental capacities are essential for spontaneous and empathic relation-
ships as well as for the mastery of academic and life skills. The model also
takes into account the individual differences regarding sensory processing and
modulation that interfere with the child’s capacity to plan and sequence actions
or ideas. Together, developmental levels and individual differences provide the
goals for working with ASD children.
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2.2. Tasks and Therapeutical Goals
The core concept that underlies much of the research in INSIDE is the con-

cept of symbiotic autonomy. In order to develop an autonomous robot platform,
capable of interacting with human agents in the context of a given task, the robot
must be able to act in situations in which neither the robot nor the human are
able to fully complete such task by themselves without the assistance of the
other, due to inevitable limitations of the agents or the design of the task. This
concept of symbiotic autonomy lends itself quite naturally to the scenario of
therapy with children with ASD. Indeed, many of the activities employed in
traditional therapy already take into account a scheme of symbiotic autonomy
and are developed in order to focus on the behavior deficiencies of children with
ASD, such as the difficulty in addressing help requests or in asking for help.

In designing robot-mediated therapy sessions, we require a set of activities
that (1) have therapeutic goals (i.e., activities that train skills that are com-
monly impaired in ASD children); and (2) are arranged in such a manner that
allows the robot to have an active role in the session, as an alternative to being
just a fun toy.

With this in mind we created seven activities that address key impairments of
children with ASD and/or simulate common social interactions. The activities
and their goals are as follows:

• “Say hello”: Once the child enters the room, the robot says hello, intro-
duces itself and asks for the child’s name. This first moment represents a
well-known social routine: the child meets someone new, a social agent,
and they say hello to each other. It also allows the child to get acquainted
with the robot and presents the robot as a social partner that can com-
municate with the child.

• “Ball game”: In this second activity the child must retrieve 8 colored balls
that were hidden in the room. Once the child retrieves a ball, he/she
must place it in the robot’s basket and then go search for another ball.
The activity trains the ability of the children to follow simple instruc-
tions (search for hidden balls in the room) and their attention (they must
retrieve 8 balls). Because the task is fairly easy and it is something com-
monly trained with children during early interventions, it works as a good
icebreaker, allowing children to do something that they have trained be-
fore. The positive feedback provided by the robot helps to keep the chil-
dren focused on the task, mimicking what therapists typically do in a
therapy session.

• “Obstacle activity”: The robot wants to reach a table that is placed in a
corner of the room. While moving towards the table, the robot’s path is
blocked by an obstacle; the robot then asks the child for help. The child
must remove the obstacle so that the robot can reach the table. This
activity aims to improve social reciprocity and empathy. Understanding
other’s mental states is a significant impairment of ASD children [71, 5]
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and therefore understanding that others need help can be difficult. In
order to successfully complete the task, the child needs to comprehend
that the robot wants to reach the table and is incapable of removing
the obstacle, which requires the child’s ability to understand the robot’s
perspective. It is one of the most challenging tasks within the session.

• “Puzzle”: Once the robot is able to reach the table, it invites the child to
assemble a puzzle. In this activity, it is the robot’s turn to help the child.
Initially, all pieces but one are placed next to the puzzle. For the child
to complete the puzzle, he/she must ask the robot for help. When the
penultimate piece is on the puzzle, the robot points out that there is still
a piece missing and encourages the child to ask for help. One consequence
of the social communication impairments in ASD children is the lack of
ability to make requests, which is invaluable for social interaction and one
of the deficits that peers and family members perceive as a significant
limitation in social-communicative behavior [90].

• “Tangram”: This activity uses a turn-taking Tangram game previously
developed in the work of Bernardo et al. [10]. Turn-taking is so ubiquitous
in human interactions and so deeply embedded in common-sense, that it is
a largely unconscious process that is, in most cases, extremely difficult to
accurately describe [81]. One of the most recognizable purposes of turn-
taking is to regulate human conversations. Being such an omnipresent
phenomenon, training turn-taking in ASD children is extremely important.
Turn-taking in a game follows rules that can be well-defined a priori, unlike
what happens with conversations. In this case, each turn corresponds to
one piece of a puzzle. Once the player places the piece in the correct
position, the turn changes and it is time for the other player. During the
game, in one of the robot’s turns, the robot will ask for help placing a
piece.

• “Blocks activity”: Another important piece of social interaction is empathy
and reciprocity, which are connected to the ability to understand others
state of mind. Inspired by the method used by Plötner et al. [69], we
created the “blocks activity” where the therapist knocks down a tower of
blocks and waits to see if the child spontaneously helps her to rebuild the
tower. This is the only task where the robot has a more passive role. If
the child does not help the therapist, the robot will encourage the child
to help.

• “Say goodbye”: When the tasks are completed the robot says goodbye and
tries to leave the room asking the child to open the door. This provides
another opportunity for the child to help the robot and is once again a
representation of a common social routine, as the robot thanks the child
and says goodbye before leaving the room.
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2.3. The Role of the Robot
We foresee several advantages in robot-assisted therapy for ASD children.

Robots may allow us to develop a therapy more focused on the children’s in-
terests and abilities, resulting in motivating and pleasurable interactions that
comprise an overall positive experience for ASD children [84]. In other words,
technology may allow us to create a therapeutic setting where children have fun
while engaging in an interaction, something that is typically difficult for ASD
children.

As mentioned in Section 1, ASD is characterized by difficulties in making
sense of the social world; on the other hand, ASD children often show ease in
understanding the physical world and object-related interactions [6, 44, 45]. A
robot is an object that can behave like a social partner, which can be a perfect
bridge between the physical and the social world. Using a robot also allows for
the embodied characteristics of face-to-face human interactions [49], without all
the implicit rules and cues that regulate social interactions between humans and
that are so difficult for ASD children to read.

Previous studies demonstrate that it is possible to use robots to improve
some common impairments of children with ASD. Robots can be used to cre-
ate turn-taking and imitation games that teach basic social skills; or as social
interaction mediators and shared-attention objects to encourage interactions
[21, 72, 47, 66]. However, none of these studies have used a fully autonomous
robot that interact with ASD children in unconstrained activities, whereby chil-
dren can freely move and express themselves.

However, to build a networked robot system that is able to participate in
the activities described in Section 2.2, several key technological challenges must
be addressed:

• Perception: Perceiving people and objects in the room is one of the key
challenges in the development of the INSIDE system. A reliable percep-
tion system is crucial for the robot to interact with the child in the therapy
sessions. For example, the system must be able to detect the child’s po-
sition and robot’s pose in order to: (i) move the robot close to the child;
(ii) enable the robot to guide the child to the next activity; and (iii) make
the robot look at the child while talking.

• Robot motion and head rotation: Another important impairment of ASD
children mentioned above is related to the mind-reading mechanism, also
known as theory of mind (TOM) [64, 5]. Before TOM emerges, certain
precursors need to be consolidated—namely the eye direction detection
(EDD) that involves identifying the eyes and being able to detect whether
or not they are looking at us. This mechanism allows dyadic represen-
tations that serve as a base for the development of the shared attention
mechanism (SAM). Our robot has important features—such as motion
and a head rotation—which aim to address such mechanisms and can be
a helpful tool in development of TOM.
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• Decision-making : As discussed before, the therapeutical scenario consid-
ered in our work is challenging, since the child and robot may freely move
around while engaging in activities within a room. To tackle this challenge
from the perspective of the robot’s behavior, the decision-making system
has to take into account the current state of the environment, based on
the input from the perception system, and plan the next actions of the
robot. For example, if the robot is currently playing the puzzle activity
and detects that one more piece was placed in the right location, it should
decide to smile and reinforce the child.

• Robot design: Klin et al. [45] demonstrate how ASD children seem to
orient towards non-social contingencies, relying more on audio-visual syn-
chrony than on biological motion. Unlike what happens with humans,
audio-visual synchrony can be manipulated in a robot, directing the child’s
attention to the desired places—for example, to the eye region of the face,
or to the robot’s pouch, in the case of the ball game. While designing
the robot for the INSIDE project, a team of therapists, doctors and re-
searchers included important features (e.g., an LCD for facial expressions,
an illuminated pouch in the robot’s front with an RFID reader to detect
balls) aiming at attracting/focusing the child’s attention and improving
the interaction possibilities within the therapy sessions.

• Social interaction: As mentioned above, one key feature of the robot is
an LCD display in the head that is capable of expressing several emotions
(e.g., happiness, sadness) in order to improve the interaction with the
child.

• Symbiotic interaction: Finally, while designing the activities and devel-
oping the robot system, we took into account the fact that the robot is
not able to perform all the actions in the environment. For example, it is
unable to open a door or removing an obstacle in the room. Such limita-
tions, if identified by the robot, provide an excellent opportunity for the
robot to ask for the child’s help.

As emphasized in Section 1, in all the above the robot should perform in a fully
autonomous manner, both in terms of perception and in terms of actuation.
The following section describes in detail the architecture of the networked robot
system, highlighting the design decisions and the key technological features of
the final system.

3. The INSIDE System Architecture

This section goes over the INSIDE system, discussing how its design meets
the needs of the intervention scenarios described in Section 2.
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Figure 3: Diagram illustrating the main components of the hardware setup used in INSIDE.

3.1. System overview
In order to address the different challenges posed to the system and alluded to

in Section 2, it was necessary to develop a hardware infrastructure that supports
the different types of interaction planned for the therapy sessions. Additionally,
it was also necessary to design a software architecture that is able to seamlessly
integrate the different functionalities required of such a system.

Both hardware and software were designed following an adjustable auton-
omy approach, departing from initial mock-up studies, aimed at identifying key
requirements for the system, until the final deployment of the full system, in
which human intervention is reduced to monitorization. The adjustable auton-
omy approach ensured a smooth transition from an initial Wizard-of-Oz (WoZ)
paradigm—in which a human operator is fully in charge of perception and robot
operation—until the final setup, where perception is automated and the robot
is fully autonomous. At the same time, it permitted an adequate design and
tuning of the interaction between the robot and the child during therapy ses-
sions, by means of the restricted perception Wizard-of-Oz methodology detailed
in Section 4.

The overall hardware setup is illustrated in Fig. 3. It consists of a networked
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robot system built on top of ROS.5 The network comprises a set of 3D cameras
mounted on the walls/ceiling of the therapy room, ensuring complete visual
coverage of the room. The stream from each camera is processed locally, to
avoid overloading the network. As a whole, the camera network provides the
necessary information regarding the human activity in the space (including child
detection, etc.). A tablet connected to the network is used to run the puzzle
activity, and a remote microphone is used to process the speech of the therapist
interacting with the child and robot (mostly used for keyword detection). The
remaining activities depend almost exclusively on the robot’s onboard sensors.

The robot, named ASTRO, is a mobile platform designed for multi-modal
human-robot interaction. It includes a set of lasers, used for autonomous nav-
igation and obstacle detection. It also includes an LCD in the rotating head
that is used to animate facial expressions and speech acts. It also includes a
touch-screen in the front, used for touch interactions (as featured in the Tan-
gram game and puzzle). The robot’s casket also includes a removable pouch
covered by an RFID sensor, which can be used to detect when specific objects
are placed in the robot’s pouch—such as the balls in the ball game.

It is worth noting that the final hardware infrastructure adopted in INSIDE
is general-purpose, and can easily be adapted for other scenarios of human-robot
interaction. Similarly, the software architecture supporting the interaction was
built to allow new tasks to be easily configured and deployed in the environment.

The software relies on a hierarchical architecture, outlined in Fig. 4. The
system comprises four major components, namely

The perception module responsible for processing the information arriving
from the different sensors in the network.

The decision module responsible for deciding, at each moment, whether to
continue with the current activity or move to another activity. It is also

5Robot Operating System, see http://www.ros.org/.
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responsible for selecting and triggering the different robot behaviors, as a
function of the current state of the activity and the interaction with the
child.

The execution module responsible for executing the behaviors triggered by
the decision module and, in fact, executing the actions of the robot.

The supervision module which conveys a channel that allows human users
to monitor the whole activity. The supervision module provides human
operators with the ability to correct both the robot’s perceptions and
the robot’s actions. Given the sensitivity of the application, security and
ethical concerns require constant access to the robot, which is ensured via
the supervision module.

The high-level interaction between the different modules ensures that the robot
is able to go through the therapy session autonomously and robustly.

3.2. The perception module
The perception module is responsible for acquiring and processing all the in-

formation acquired by the sensors and providing the robot (namely, the decision
module) the necessary information to perform the activities programmed for the
therapy sessions. In particular, in light of the activities outlined in Section 2,
the robot should be able to

• Know where it is;

• Know where the child is and what she is doing;

• Detect when the child satisfactorily replies to the robot’s interpellation
(such as responding with her name when asked);

• Know the state of the current activity.

INSIDE’s system was designed taking into consideration such need for informa-
tion, and the perception module closely reflects the structure of the activities
in the INSIDE scenarios. In particular, its hierarchical block structure ensures
the necessary flexibility to add or remove activities.

In INSIDE, the perception module receives, as input, the raw data from the
different sensors in the environment and the robot, and is responsible for pro-
cessing such data into meaningful information regarding the state of the robot,
the child and of the interaction. Such information (the state) also incorpo-
rates any corrective feedback provided by the supervision module (more on this
ahead), and will drive the decision and execution modules.

It is possible to identify several major blocks in the perception module. In
the continuation, we discuss each of these blocks in detail.
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Figure 5: Detailed outline of the perception module.

The camera processing block. This block receives the feeds provided by the 3D
cameras in the environment (in our setting, four Microsoft Kinects for Xbox
One attached to the walls and ceiling).6 These feeds are processed locally by a
dedicated computer (we use one Intel NUC5i7RYH computer for each camera)
to extract the skeleton information from all the people in the room.7

Since children have smaller body frame than adults, we use a simple thresh-
old to eliminate detected skeletons corresponding to adults, and the robot’s po-
sition to avoid confusing the child with the robot. To fuse the detections from
multiple cameras, we use the near-neighbour joint probability data association
algorithm, a Kalman Filter with a constant velocity model implemented in the
ROS package bayes_people_tracking.8 The output of the camera processing
block is the pose of the child.

The keyword spotting block. In order to have an interaction between child and
robot as natural as possible, it would be desirable for the robot to have the
ability to process and interpret the child’s spoken utterances. Following our
adjustable autonomy methodology, we used the initial WoZ sessions to conduct
extensive recordings of complete sessions using a number of microphones placed
on the environment and on the robot.

These recordings evidenced a number of fundamental technical difficulties in
terms of automatic speech recognition: multiple, moving overlapping speakers

6The cameras were calibrated at the time of deployment of the system using the standard
Xbox calibration procedure.

7Th Kinect version used is able to track the skeleton—i.e., the pose of the body joints and
links between them—of up to six people simultaneously.

8https://github.com/CentralLabFacilities/bayes\_people\_tracker
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(children and adults), distant speech, room reverberation, different noise sources
(e.g. robot’s motors), microphone distortion, and mechanical vibrations, among
others. In addition to all the technical difficulties, we also observed that the
ASD children’s utterances during the therapy sessions were scarce, limited, with
low intensity and very short duration (monosyllables). Therefore, obtaining a
dataset from which speech recognition could be tuned was deemed unfeasible.

In alternative, we opted by having the therapist coordinating the session
wear a wireless microphone, with which it can provide verbal inputs to drive
the behavior of the robot in specific situations. The use of a close-up ear-
set microphone alleviates most of the technical difficulties identified before and
provides an easily configurable and flexible mechanism to provide execution
feedback to the system. In particular, we resort to the therapist input to ensure
that the robot reacts adequately to the children’s responses to some of the
robot’s interpellations.

To this purpose, the perception module integrates a keyword spotting system
(KWS) based on the AUDIMUS automatic speech recognition engine [54, 55].
AUDIMUS is a hybrid speech recognition system that combines the temporal
modeling capabilities of a hidden Markov models with the pattern discrimi-
native classification capabilities of multi-layer perceptrons. For the purposes of
INSIDE, AUDIMUS uses a specific equally-likely 1-gram language model formed
by all the possible target keywords and a competing speech filler model [1]. At
any time, the output of the keyword spotting block is a “list” with the keywords
detected in the present utterance (if there was one).

The ACML and obstacle detection blocks. As depicted in Fig. 3, the ASTRO is
equipped with a front LIDAR which scans a wide region in front of the robot,
on a plane parallel to the ground. The LIDAR scan is used to estimate the
position of the robot as well as to detect humans, obstacles and other objects.

In order to navigate the space, the AMCL block has available a map of
the environment, constructed from LIDAR scans collected prior to the therapy
sessions. We then use Monte-Carlo localization [31] to track the position of
the robot, using both the odometry and LIDAR data. In our system, we use
the AMCL algorithm implemented as the ROS acml package.9 The ACML
algorithm uses a particle filter to track the posterior distribution over possible
positions of the robot, given the motion model and the sensor readings observed.

The LIDAR data is also used to detect obstacles, by counting the number
of detected reflection points inside a pre-defined area in front of the robot.
Obstruction is considered to occur when the number of points inside the box is
above a pre-defined threshold.

Ball detection module and puzzle state information. In order to keep track of
the state of activities such as the ball game and the puzzle, the perception
module handles two additional sources of information. First, the readings from

9http://wiki.ros.org/amcl
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the RFID sensor on the robot’s pouch is processed by a ball counter, which keeps
track of which balls have been placed in the pouch, ensuring that the robot is
aware of the current state of the task and provides intermediate reinforcement
to the child as the task proceeds.

Additionally, the perception module also manages the state of the puzzle ac-
tivity, provided directly from the tablet where the activity takes place. Together
with the keyword mechanism, the ball detection block and puzzle information
allow the robot to keep track of the state of the different activities and respond
adequately.

Perception Manager. Finally, the perception module includes one additional
block, dubbed the perception manager. The perception manager is responsible
for managing all processed perceptions, incorporating any corrective feedback
provided by the supervision module and then forwarding the most up-to-date
state information to the decision and execution modules.

3.3. Decision module
The decision module is responsible for parsing the activity and interaction

information provided by the perception module and decide the robot’s behavior
accordingly. In particular, the decision module should be able to determine
when to switch between tasks, as well as determining what the robot should do
during the activities, as a response to the children’s behavior.

As such, the decision module also exhibits a hierarchical structure, outlined
in Fig. 6. At the higher level, an activity manager tracks the progress of the
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current activity and determines, as a function of the child’s response, the time
to switch between activities. The decision-making process can rely on a pre-
defined finite-state machine or a more sophisticated decision-theoretic policy,
using for example, the ROS mdm package.10 Therefore, at each moment, the
activity manager will activate one activity and deactivate all other activities,
depending on the perceptual information provided by the perception module
and any feedback provided by the supervision module.

Associated with each individual activity is, in turn, an interaction manager,
responsible for determining, in the context of that particular activity, what
behavior the robot should exhibit at each moment. Such interaction managers
can be seen as specialized versions of the activity manager, holding their own
decision process (using also a finite-state machine or pre-computer policy). The
addition of new activities can be done by simply designing a new interaction
manager for that activity. It is worth noting, in particular, that the current
system already supports activities involving third-party applications (as is the
case of the puzzle and tangram activities, each corresponding to an application
that is run within the system).

It is important to note that not all activities are played in every session.
The activities for each therapy session are defined beforehand by the therapist
through the consoles associated to the supervision module.

Activity Manager. In its current version, the INSIDE system uses a finite-state
machine that was carefully designed to match the outline of the therapy ses-
sion and address all the interaction situations encountered in the pilots—non-
responsive children, sudden changes in activity or activity order, among others.
Such finite state machine is computationally light, as it takes as input the state
(provided by the perception module) and acts upon it - either by triggering a
new activity or by allowing the current interaction manager to conclude.

The use of an authored finite state machine as activity manager for our
system was a deliberate choice, motivated by the restrictions of the applica-
tion scenario. First, the manager ought to be lightweight, avoiding unnecessary
computation that could disrupt the interaction by introducing unexpected laten-
cies. Second, the behavior of the robot ought to meet—as much as possible—the
desiderata derived both from the therapeutical goals and the situations encoun-
tered during the preliminary studies.

Similar considerations would apply, had the activity manager resulted from
some decision-theoretic framework, such as a Markov decision process. By treat-
ing the information provided by the decision module as state, it would be possi-
ble to design a reward function and construct a model that would describe the
dynamics of the interaction. Then, using standard decision-theoretic tools, a
policy (or contingency plan) could be computed that could be deployed in the
system as the activity manager. We note, however, that for the reasons outlined
above (avoiding latency, etc.), it is better to compute the policy offline (and,

10http://wiki.ros.org/markov_decision_making/
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as new information arrives, eventually update it during the robot’s idle time).
A policy computed offline is no different from a finite-state machine, and could
be used as our activity manager with no change in the overall architecture of
the system. Finally, we note that the activity manager plays the role—in our
system—to the “Control Layer” found in the ROS mdm package, parsing “obser-
vations” and responding with “actions”.

To conclude, the activity manager in our system is a lightweight component
whose sole purpose is to monitor the state (provided by the perception mod-
ule) and, when necessary, interrupt/launch the different interaction managers.
Computationally, the “heavy-lifting” part of the INSIDE system is performed
at the perception manager and in designing the actual policy adopted by the
activity manager—which we have done offline.

Interaction Managers. Currently, the INSIDE system comprises a total of 7
interaction managers, one for each of the activities planned for the therapy
sessions, to know

• Welcome manager. This interaction manager seeks to engage the child
during the welcome process, providing successively richer prompts depend-
ing on the child’s response, and concluding by inviting the child to play.
These richer prompts are meant to call for the attention of the child when
this is unresponsive; starting by just calling the child’s name, progressing
to add music in parallel with calling the child and finally adding move-
ment.

• Ball game manager. This interaction manager provides the necessary
explanation of the ball game before inviting the child to play. During the
game, it provides incentives and reinforcement to the child when the child
finds a ball and successfully places it in the robot’s pouch. At the end of
the game, it requests the child’s assistance to remove the balls from its
pouch. If at any time during the activity the child loses interest the robot
motivates the child to continue the activity, either by asking to find the
balls or to continue removing them from the basket.

• Obstacle interaction manager. This interaction manager seeks to enroll
the assistance of the child every time the robot finds its way blocked by
an obstacle, and is unable to find an alternative path.

• Puzzle manager. This interaction manager is similar to the ball game
manager, in that it explains to the child the puzzle before inviting her to
play. Additionally, it is also responsible for incentivizing the child to ask
for assistance with respect to the missing pieces and provide the necessary
feedback. During the entire game, this manager is also responsible for
keeping the child motivated in the game by either praising the child’s
performance when it places a piece in the correct place, warn her when it
places a piece wrongly or by asking the child to continue playing if there
are pieces remaining out of place.
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Figure 7: Execution module, responsible for translating the behaviors determined by the
decision module into the multimodal output of the robot.

• Tangram manager. This interaction manager is similar to the previous
one. It explains the Tangram game and the turn-taking play mode. The
manager also ensures a positive probability of, during a game, enrolling
the child’s assistance during the robot’s turn to play.

• Goodbye manager. This interaction manager conducts the final moments
of the session, where robot and child head to the door and say goodbye.

3.4. Execution module
The execution module is responsible for translating the behaviors determined

by the decision module into actual robot actions, and its structure is outlined
in Fig. 7. In particular, the robot has a set of pre-programmed behaviors—
both general and task specific. For our purposes, we define a behavior as the
composition of the different output modalities supported by the robot, namely
LEDs, face animations, head movement, body movement, speech and, in specific
activities, the interactive devices (touchscreen and tablet).

An example of a general behavior is the idle behavior, in which the robot
maintains a neutral facial expression with a slight rhythmic movement that
simulates breathing. At the same time, every now and then, the robot performs
a small head movement. This idle behavior, used in situations where the robot
is expected to play a passive role, was designed to convey a “sensation of living”
even during these moments. An example of a task specific behavior is, for
example, the obstacle detected behavior. When the robot realizes that its
path is blocked by an obstacle, it exhibits a sad face while executing small
sideway motions, as if looking for a passage. This behavior is only triggered
upon the detection of an obstacle and the activation of the “Obstacle activity”
(see Fig. 8).

Spoken utterances. A key part of the interaction between the child and the
robot relies on the ability of the robot to verbally communicate with the child.
Endowing the robot’s vocal output with expressiveness and natural emotions
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Figure 8: Example of a task specific behavior of the robot. Upon detecting an obstacle,
ASTRO makes a sad face and tries to find a way around, before asking the child for assistance.
In the background it is visible the whole hardware infrastructure of INSIDE.

is essential to ensure an engaging experience for the children. Therefore, in
order to optimize the robot’s vocal output, we used the early WoZ studies to
evaluate several state-of-the-art text-to-speech engines. In the early stage of
the project, we evaluated CereProc,11 Nuance Vocalizer,12 Acapela,13 and the
DIXI TTS engine [63]. Such preliminary studies brought to the forefront the
limited expressiveness and natural emotion in the speech synthesized by these
systems, which led us to opt for pre-recorded human speech for the robot’s vocal
output. Thus, an extensive set of pre-defined utterances has been recorded in
a sound-proof room, which cover all the different activities programmed for the
therapy sessions. The general characteristics of the speaker (gender, age, and
voice tonality), along with the specific characteristics of each of the recorded
utterances (speaking speed, prosody, intonation, expressiveness, emotivity, etc.)
were recorded to meet the requirements raised by the medical experts, ensuring
an appropriate interaction with the ASD children participating in the studies.

In addition, the AUDIMUS engine used for keyword spotting is employed
to perform a forced alignment (phone-level segmentation) of the pre-recorded
speech files with their corresponding transcriptions, thus providing the sequences

11https://www.cereproc.com
12https://www.nuance.com/omni-channel-customer-engagement/voice-and-ivr/

text-to-speech.html
13http://www.acapela-group.com
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Figure 9: Overview of the supervision module, which provides external users with the neces-
sary tools to take control of the system, if necessary.

of phonemes in each file and their durations. These phonemes and their duration
are used by the execution engine to perform speech-lip synchronization.

3.5. Supervision module
The supervision module provides a backdoor to the perceptual and behav-

ioral elements of the robot, allowing human supervisor to take control of the
interaction at any time, should some anomalous circumstance so demand. If no
intervention is required, the supervision module has no impact on the system.

The supervision module is outlined in Fig. 9, and comprises two operator
consoles.

• The perception console provides a human operator with direct access to
the camera network and microphone feeds. The perception console op-
erator is also positioned behind a one-way mirror, having direct visual
perception of the room and the events taking place therein. The goal
of the perception console operator is to monitor the perception module,
making sure that the sensor data is properly processed and correcting this
information whenever problems are encountered. The corrective feedback
provided by the operator can later be used to improve the performance of
the perception module, as discussed in Section 4.

• The actuation console provides a human operator with access to the cur-
rent (processed) activity and interaction state, as well as to the robot’s
current decision process. The goal of the actuation console operator is to
monitor the decision and execution modules, making sure that the behav-
ior of the robot is adequate to the current situation. The operator of the
actuation console must rely only on the information provided by the per-
ception module, according to the restricted perception WoZ methodology
described in Section 4.

The supervision module also allows the configuration of several therapy session
parameters, such as the number of the session, the name of the child and the
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(a) Perception console.

(b) Actuation console.

Figure 10: Screenshots of the two consoles belonging to the supervision module.

activities to be executed in that session. Figure 10 provides a screenshot of the
two consoles.

We conclude by noting that the supervision module was crucial to support
Wizard-of-Oz experiments in the preliminary studies, as the operators, hidden
from the children and supported by a therapist, could check in real-time the
situational awareness estimated by the robot system from its sensors, possi-
bly overriding wrong estimates, and similarly check the decisions autonomously
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taken by the robot system, possibly overriding them if inappropriate. In the pro-
cess, the system developers could understand the causes of wrong sensing and
wrong decisions and correct them in the next session. Such iterative develop-
ment process led to a steady progress: while in the initial studies the operators
had to intervene frequently, over time they had to intervene less and less until
the final, long-term study, in which the robot operated fully autonomously.

4. Social Interaction Design Methodology

As discussed in the previous sections, the purpose of the INSIDE networked
robot system is to enable a mobile robot to socially interact with ASD children
during therapy sessions in a set of different activities. The social interaction
capabilities of the robot are, therefore, determinant to the success of the in-
tervention using the robot. In order to design the interaction of the robot, we
adopted a methodology known as restricted perception Wizard-of-Oz develop-
ment [82].

The key idea behind the adopted design methodology is that interactions
involving remote operation of the robot—following a WoZ paradigm—actually
provide a significant amount of useful information regarding the intended social
behavior of the robot. Unfortunately, many perceptual limitations of the robot
are often disregarded by giving the Wizard complete access to observations
over the interaction, which poses difficulties when automatically extracting the
social behavior showcased by the Wizard. We refer to this problem of perceptual
mismatch as the perceptual correspondence problem: considering that humans
and robots have very different sensory capabilities, the same scene may appear
very different for the expert and the robot [11]. The practical consequence is
that it is often difficult to correctly associate the actions demonstrated by the
Wizard with the corresponding perceptual inputs.

To mitigate the perceptual correspondence problem, researchers proposed
immersive remote teleoperation where the expert is limited to observe the inter-
action from the robot’s perspective, relying exclusively in the robot sensors (e.g.,
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cameras) and actuators [11, 16]. Such technique addresses, to some extent, the
perceptual correspondence problem. We argue, however, that even if the Wizard
is restricted to perceive everything according to the robot’s point-of-view, there
is still a significant amount of information that the human extracts from raw
sensor feeds that will not be available for the robot to reason upon. We shall re-
fer to such mismatch as the perceptual-cognitive correspondence. Consequently,
we cannot replicate the Wizards’ decision process, making standard teleoper-
ation techniques ill-suited to learn the robot interaction behavior required for
social interactions with human users.

To address the aforementioned problems, we instead adopt a restricted per-
ception Wizard-of-Oz approach, first proposed in [82], as an methodology to
allow a meaningful extraction of behaviors from Wizard interactions. Formally,
we define an interaction strategy as a mapping between a robot’s perceptual state
and an interaction behavior from its behavior repertoire. We argue that in order
to extract meaningful information that can be used to design an autonomous
interaction, the robot’s perceptual, behavioral, and cognitive limitations have to
be taken into account during the interaction design. As such, the human expert
acting as the Wizard should be restricted from perceiving everything occurring
within the task during the studies.14

The adopted experimental procedure is illustrated in Fig. 11. The wizard
has access to the a restricted view of the interaction, consisting of the robot’s
processed sensor information, from which it must then develop an appropriate
interaction strategy. By enforcing such restricted-perception WoZ interaction,
we even out the type and amount of information and the interaction behavior
available to both the wizard and the robot—a central tenet of our approach.
As a result, we mitigate not only the physical but also the perceptual-cognitive
correspondence problem mentioned above.

⇧

The design methodology can be broken down in three key steps, summarized
in Fig. 12:

• Data collection, which includes preliminary studies conducted to gather
task-specific data and usually relies on an unrestricted WoZ approach.
The data collected in these studies is usually used to test and refine the
task AI, i.e., the high-level decision process that governs the task-specific
behavior of the robot. Such task AI is also used to assist the Wizard
during the restricted perception WoZ studies, where the interaction data
(perceptions and behaviors) are collected.

• Behavior extraction, in which the data collected during the data collection
stage is used to design and refine a number of interaction managers—

14We henceforth refer to the standard WoZ technique as the unrestricted WoZ to denote
the capability of the wizard in observing the interaction context.
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Figure 12: The three steps of the proposed methodology for designing social interaction
strategies from restricted-perception Wizard of Oz interactions.

modules that will be responsible for managing the interaction between
the robot and the human users in different contexts of the task.

• System refinement, in which the robot autonomously interacts in the target
scenario. Evaluation studies can be conducted incrementally, allowing for
corrective feedback provided by a human supervisor to be used to refine
the interaction strategies.

We refer to [82] for further details on the design methodology.

5. Preliminary and long-term studies

In this section, we discuss in further detail the preliminary studies and long-
term study ran with the INSIDE system. Our goal in this discussion is to
highlight the application of the methodology and to assess the ability of the
robot to autonomously perform in a therapy session, as intended. We also
provide a brief discussion on how the studies conducted in the context of INSIDE
can provide potential insights about the impact of the system in ASD therapy,
although such impact falls somewhat outside the scope of this paper.

As discussed in Section 4, we conducted a number of studies involving the use
of a mobile robot in the therapy of children with ASD. Such studies were con-
ducted in Hospital Garcia de Orta, in Almada, Portugal, and involved a number
of children diagnosed with ASD and followed in the Hospital. In particular,

• We conducted two initial studies involving 5 children, which relied exclu-
sively on a Wizard-of-Oz (WoZ) paradigm. In these studies, the robot was
remotely controlled by two operators. One operator was in charge of the
robot motion, while the other was in charge of the robot’s social behavior.

• We then conducted a restricted perception Wizard-of-Oz study, as de-
scribed in Section 4. This study involved 6 different children. The robot
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Figure 13: Illustration of the preliminary studies. Left: Two wizards control the robot
behavior—the operator in front of the computer controls the interaction, while the one stand-
ing navigates the robot. The robot top is visible on the one-sided mirror in the background.
Right: Therapist mediated interaction at the end of a therapy session. The child brings the
robot to the door to say goodbye. Visible in the background is the room where the interaction
took place.

behaved autonomously and was monitored by two operators: one was in
charge of monitoring the robot’s perception and the second was in charge
of the robot’s actuation. However, there was a significant number of in-
terventions by both operators to correct the perception and the behavior
of the robot.

• One final, long-term study in which the robot participated in a total of
121 therapy sessions involving a total of 18 children, which lasted for 4
weeks. During this study, the robot operated autonomously while being
monitored by two operators: one was in charge of monitoring the robot’s
perception and the second was in charge of the robot’s actuation. Unlike
the previous study, however, the interventions of the operators during the
121 sessions were minimal.

In the continuation, we discuss relevant aspects of the different studies in further
detail.

5.1. Preliminary Studies
Preliminary studies were conducted involving 5 boys (ages ranged from 3

years and 9 months to 5 years and 9 months) diagnosed with moderate ASD
(according to ADOS-2) in a total of 2 session (session 1, N = 4; session 2
N = 3). The children were selected from a database for ASD children at the
Child Development Center in Hospital Garcia de Orta, Portugal. For the first
two sessions, the children were selected based on age and availability.

During this preliminary study, the robot was controlled via a WoZ paradigm.
One operator was in charge of controlling the motion of the robot, while a second
operator was in charge of controlling the social behavior (speech, facial expres-
sions) of the robot (see Fig. 13). The use of a WoZ paradigm had important
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Figure 14: Microphones on the robot and in the room used to capture speech in early pilots.

benefits, namely the ability to experiment with a wide range of utterances and
behaviors. For example, in the initial pilot, a comparison was performed between
using synthesized speech versus pre-recorded speech. In the former situation,
besides a number of pre-selected utterances, the operator had the possibility of
typing, at runtime, new utterances that the robot would then voice.

However, while the use of synthesized voice allowed for greater freedom, it
was observed that (i) the children were significantly more responsive to the
human voice in the pre-recorded speech; (ii) the typing of “new” utterances by
the operator introduced a significant lag in the interaction with the child.15 For
these reasons, synthesized speech was dropped in favor of pre-recorded speech.

Similarly, the motion of the robot when controlled by a wizard was very un-
natural, and some children were clearly not comfortable when the robot moved.
With the automation of the robot motion, the movement of the robot signifi-
cantly improved, both in terms of fluidity and in terms of the children’s response.

The initial studies also were fundamental to define key requirements for our
system. Namely, the initial studies allowed us to

• Realize the perceptual needs for the system. By observing the interaction
between the children, therapist, and robot during these initial studies, we
identified the key variables that should drive the behavior of the robot
(e.g., child’s position, robot’s position, state of the current activity, state
of the dialogue between child and robot, etc). The perceptual module

15As an example, on one occasion a child was going to place a ball in the basket; the wizard
decided to type an utterance saying “thank you” but, in the process, the child dropped the
ball. Since the utterance had been sent to the robot, it thanked the child anyway, and the
child laughed and said “no”.
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was thus designed to provide the necessary information regarding these
variables.
As an example, it was apparent from the early pilots that the children’s
voice was too low to be captured by microphones either in the robot or
in the room (see Fig. 14 for an example of the microphone setup used in
the early pilots to test voice capture). That motivated the use of a head-
mounted microphone for the therapist, who repeats some of the answers
provided by the children in a way that the system can recognize.

• Build detailed scripts for the different activities, which in turn allowed us
to prepare the robot to respond to most common situations in a fully au-
tonomous manner. The initial studies allowed us to refine the interaction
abilities of the robot, since they already provided a wide range of situa-
tions to which the robot could respond. As an example, one child in the
initial studies responded “No” when the robot invited them to play. This
behavior was used to improve interaction and, in subsequent sessions, the
robot was prepared for this reply, to which it would make a sad face and
say “I would really love to play with you”.
As another example, we also noticed in the preliminary studies that, when
a child was struggling to complete a task (such as removing the obstacle)
and the robot kept asking for help, some of the children would lose interest
and start exploring the room. However, once the therapist removed the
obstacle and the robot moved to a different game, the children looked at
the robot and followed it to see the new game. From this observation we
endowed the robot with a behavior that, upon detecting that the child
moved away from the robot in certain activities (indicating that the child
may have lost interest), the robot would actively try to call the child’s
attention, if necessary by moving to a different task.

All these insights were drawn from the preliminary studies, and were used to
improve the system for the long-term study. In any case, and regardless of how
well planned the sessions were, there was sometimes unexpected behavior from
the children; for example, one of the children asked the robot “are you from Star
Wars?”. In these situations, the therapist would provide an adequate response
to the child and allow the session to continue without any disturbances.

Overall, we noticed that the children enjoyed the sessions. Some tasks were
easier for them to understand, like the ball game, whereas others, like helping
the robot to remove an obstacle, were more challenging. The fact that the robot
was able to play some games appeared to be very important.

5.2. Restricted Perception Wizard of Oz Study
We applied the restricted-perception WoZ methodology described in Section

4 in the context of INSIDE to design the social interaction behaviors of the
robot. Specifically, after concluding the preliminary studies described above,
and with the task AI in place—i.e., the perception and decision modules de-
signed from the interactions during the preliminary studies—we conducted a
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restricted-perception WoZ study, in which a Wizard accessing only the processed
perceptual data from the robot remotely controlled the interaction between the
robot and the child.

The task AI controlled a significant part of the robot decision process (in-
cluding the robot motion and the sequence of activities conducted during the
therapy sessions), allowing the Wizard to focus on the social interaction. Nev-
ertheless, it was always possible for the Wizard to override the AI and modify
the behavior of the robot.

During the restricted Wizard of Oz studies, we included a second human su-
pervisor (which was not in contact or within sight of the Wizard operator) which
would be able to observe the raw feeds from the cameras in the environment and
provide corrective feedback over the perception modules, correcting any percep-
tion that is wrongly processed. It is the corrected processed perception that the
Wizard operator accesses to control the interaction. The objective behind this
approach is to provide a chance to correct and further improve the perception
algorithms, and also to ensure that the interaction behavior extracted from the
restricted perception Wizard is matched with perceptual information as accu-
rate as possible. This is especially important in complex situations involving
very dynamic and unpredictable elements in the environment, as is the case of
the INSIDE scenario.

The outcome of the restricted WoZ studies was used to refine the perception
and behavior modules—particularly in what social interaction is concerned. The
final behaviors implemented in the robot are, therefore, a direct result of the
data collected in these preliminary studies and allow the robot to operate in a
fully autonomous manner during the final study.

5.3. Long-term Study
In the long-term study, we ran a total of 121 sessions spanning a total of

4 weeks and involving 18 children. The session would last between 15 and 25
minutes of interaction between the robot and the child. Each day comprised,
on average, between 6 and 7 sessions with different children. As mentioned
before, for safety concerns, two operators continuously monitored the system,
during the 121 sessions. One of the operators was responsible for supervising the
perception, while the second operator was in charge of supervising the action of
the robot.

The operators monitored both anomalous behavior by the robot but also
other failures in the system that could compromise the activity, since such fail-
ures could render the data collected during the session useless. During the full
period of the study, we observed the following interventions by the operator in
charge of perception:

• The perception module sometimes confused the child’s position with that
of the therapist, particularly in situations where the therapist would get
down to address the child. In order to minimize the impact of such missed
localizations, which influences the gaze and body posture of the robot, the
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perception operator would sometimes provide corrective feedback, indicat-
ing the correct position of the child. On average, the operators provided
corrective feedback on 6% of the child localization measures.

• Similarly, the perception module would sometimes miss a keyword, partic-
ularly in situations where the therapist would say a keyword while other
people in the room were talking, such as the child or the parents. In some
of these situations, the therapist repeated the keyword and the system
continued autonomously; however, in some other situations the percep-
tion operator provided corrective feedback. This occurred on 2% of the
keywords uttered by the therapist.

Note that the interventions listed above corresponded to perceptual corrections
and do not directly address any aspect of the robot’s behavior.

Besides the perceptual interventions, there were 6 occasions, within 121 ses-
sions, in which the communication between the tablet, where the puzzle was
played, and the rest of the system experienced undue delay. This situation pre-
vented the robot from knowing that the child had already started the puzzle
activity. It was only in these situations that the action operator manually pro-
vided the robot with this information, thus triggering the corresponding robot
behavior.

5.4. Impact in ASD therapy
The long term study described above, besides providing a useful scenario to

assess the autonomy and performance of the INSIDE system as a whole, also
provides a key opportunity to evaluate the impact of the INSIDE system in the
therapy for children with ASD. Although such analysis is out of the scope of
this paper, it is nevertheless interesting to consider that the preliminary studies,
besides fundamental to refine the system itself, were also extremely useful to
define and refine the measures to be collected in the long-term study.

5.4.1. Observation measures
Since the preliminary studies involved only a small sample, we focused on

a qualitative analysis as the starting point, preparing the long-term study in
which we take a mixed methods approach [37, 38, 51]. In particular, we used
the preliminary studies to assess the willingness of the children to interact with
a robot, the appropriateness of the activities—whether or not the games, which
are used on regular therapy sessions, would be adequate for a session conducted
by the robot and moderated by a human therapist—and to obtain a set of
measurements that could allow us to evaluate the children’s engagement on the
long-term study.

One difficulty in defining such measures is that engagement is a ubiquitous
concept that crosses many research fields, and it seems that there is no consensus
on its definition, even if we only consider definitions of engagement in the context
of HRI (see, e.g., the review of Salam and Chetouani [78]). This lack of consensus
in the field of HRI with adults is extendable to the definition and measurement
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of engagement in ASD populations [53, 39, 77], with many studies assessing
engagement via external observers [41, 61, 70, 91].

However different the definitions may seem, they all understand engagement
as a mental state that is linked to an interaction and has to be inferred, meaning
that there is not a test that can accurately tell us whether a person is engaged
or not at a given moment. Inferring engagement for adult participants and
typically developing children is difficult and complex. For example, Ivaldi et al.
[36] mention a very pertinent issue that goes beyond the assessment of eye gaze,
speech or individual differences, stating that the estimates of engagement in
HRI might be biased by the task engagement. If a child does not like the game
that the robot is inviting her to play, than assessments of engagement during
that task are probably biased.

The difficulties in studying engagement seem to grow larger as we move to
clinical populations, especially populations with developmental disorders that
impair social interactions, such as ASD.

For this reason, we opted by inferring engagement in our long term study
indirectly, focusing on the overall quality of the sessions. In the preliminary
studies we measured

Task completion Rate (TCR). We defined TCR as the percentage of games
that the children could complete on their own. All participants were able
to complete more than 50% of the tasks.
Given the differences between pilots, comparing TCRs would be unfruitful.
However we noted that children with higher TCRs seemed to be paying
more attention to the robot, thus understanding what they had to do, and
they seemed to be speedier. This observation suggested that time could be
a good measure when associated with TCR, and that children that were
paying more attention and performing better were more engaged with
the robot. When we looked at the TCR and session lengths, we indeed
noticed a tendency for shorter sessions to have higher TCRs, but with a
small sample it was difficult to draw any definitive conclusions.

Time. One of the earliest observations during the pilots was that shorter ses-
sions appeared to correspond to sessions where the children performed
better (higher TCR’s, see above). Since our sample was small, we could
not definitely establish this fact, but we hypothesized that shorter sessions
would correspond to higher completion rates.

Eye gaze. For the first two pilots we used a simple observation grid that only
allowed us to evaluate the frequency of eye gaze directed at the robot.
However, gaze frequency in itself does not provide information on the
percentage of time the children look at the robot, only how many times
they gaze at it.
We thus opted by replacing eye gaze frequency with the percentage of time
that the children spend looking at the robot, and replaced the observation
grid with ELAN R� (http://tla.mpi.nl/tools/tla-tools/elan/). Eye
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gaze is extremely difficult to assess in ASD children in general, but is even
more so in sessions where both child and robot are allowed to move freely,
as was our case. There is a tendency to infer that higher percentages
of eye gaze correspond to more engagement and are therefore desirable.
However, our preliminary studies showed that a higher percentage of eye
gaze directed at the robot does not necessarily reflect a desirable behavior.
On the contrary, higher percentages of eye gaze often appear in sessions
where the children stare at the robot with their faces nearly touching,
which corresponds to behavior that is inadequate in social interactions.
This observation raises a challenging but interesting question: how can
we evaluate and interpret the quality of eye gaze in future sessions to
have a good measure of the children’s engagement in social interaction?
Should we discount or take into account the staring at the robot as inap-
propriate/undesirable behavior in social interaction? Or instead, should
we consider staring as some form of engagement with the robot?

Speech. ASD entails deficits in communication and language impairments are
frequent. For this reason, at an initial stage we opted by considering
only the vocalizations directed towards the robot; this option had the
advantage of not depending on the quality or even the appropriateness of
the vocalization. However, we realized that the data thus collected would
not allow us to account for stereotypies and echolalia. Without content,
it was impossible to interpret.
We latter decided to carry out content analysis for both the children’s
speech and the therapist’s, including vocal stereotypies and vocalizations
that manifest emotional states. This analysis of the children’s speech
reflected mainly individual differences in language ability, but our ob-
servations support that it is relevant to assess progress throughout the
long-term study. We noted that most of the childrenâĂŹs speech was di-
rected at the robot, which is a great indication of both engagement with
the robot and enjoyment.
Content analysis of the therapist speech also gives an overview of the
quality of the sessions. For example, if the therapist needs to repeat the
instructions or needs to provide a lot of corrective feedback to the child,
then the child probably did not comprehend the instructions and/or was
doing something that was not supposed to do (e.g., throwing the balls at
the robot instead of placing them on the correct spot).

As a result of the observations above, we defined the overall quality of the
session as an interaction of these factors. Finding a measure of engagement that
takes into account all these factors allows us to not have to rely on subjective
appreciations of independent observers and to have a more consistent measure
for all sessions and all participants. Most importantly, the preliminary studies
conducted so far have sparked a discussion that led to protocol changes that
greatly improved our original protocol.
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Figure 15: T-shirt designed to collect physiological signals from the children interacting with
the robot. The T-shirt comprises a chest-band and an acquisition module. The chest band is
located near the diaphragm of the user, while the module is placed in a small pocket, on the
down right position of the T-shirt.

5.4.2. Physiological signals analysis
In addition to the set of measures discussed above—which rely on the obser-

vation of the behavior of the children during their interaction with the robot—
we also analyzed a posteriori how the interaction affects the children from a
physiological perspective, thus providing a more complete understanding of the
impact of robots in therapy. The physiological signals are not used to inform the
interaction between the children and the robot in any way, but rather to comple-
ment the observational measures discussed above regarding the impact that the
interaction with the robot had on the child, from a physiological point-of-view.

For this purpose, a T-shirt with wearable sensors has been designed to ac-
quire physiological data. This T-shirt, depicted in Fig. 15, is equipped with:

• A chest band for electrocardiogram (ECG) monitoring. The chest band is
elastic and has 2 conductive textile contact zones with a sponge and dual
electrode inside.

• An acquisition module developed by PLUX, S.A., which has an integrated
accelerometer (ACC) and is connected to the chest band, is used to ac-
quire the ECG. This module transmits the data acquired (both ECG and
ACC data) via bluetooth to the connected computer with the OpenSignals
software.

The design requirements for the T-shirt were that the child should not feel
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Figure 16: Heart Rate determination in the areas of clean ECG. The areas that are not
represented in the Heart Rate plot are either noise or false peak detections.

too uncomfortable, ensuring that wearing it would not compromise the child’s
performance during the therapy sessions. Once again, the preliminary studies
were key in refining the design of both the T-shirt and the wearable device.

In the long-term study, 4 children wore the T-shirt during all sessions. Some
sessions were discarded due to the poor quality/corruption of the ECG signals.
The corruption of the ECG signals was mainly caused by the child’s movements,
but also due to stretching, displacement and even the detachment of the ECG
sensor from chest-band during the session.

The presence of highly corrupted data required an opportunistic approach,
where the information is retrieved whenever there is a window of opportunity
for it. Therefore there is the need to find the areas of interest of the signals
acquired, from which can be retrieved indicators. This data can be used in
conjunction with observational information by therapists and psychologists to
get more insights on the interaction quality factors.

The first approach for the development of an opportunistic model that re-
trieves relevant information from the ECG signal, was a noise detection cluster-
ing algorithm. This has been developed in order to distinguish noise from clean
samples of the signal by means of an agglomerative clustering method based on
a combination of statistical and morphological features, and the accelerometer
data. By combining these features, it has been demonstrated that it is possible
to find the areas of the signal that are corrupted with several types of noise and
apply more specific and appropriate methods for the de-noising process, while
being useful as well for signal reconstruction [75]. The purpose was to select the
clean areas of the signal in order to analyze the heart rate variability (HRV).

37



Figure 17: Overall evaluation of Heart rate over the entire set of ECG signals. The box plot
here presented shows the heart rate median, interquartile range, maximum and minimum
values. These values correspond to quartiles of each session.

The analysis of the ECG has been made after selecting the clusters of the
signal that were suitable for peak detection. Figure 16 depicts a small segment
of an ECG signal of one of the subjects, in which it is possible to identify the
areas selected as clean or noisy. The ECG peaks were detected with the Pan
Tompkins algorithm, which is typically used for real-time QRS detection. The
areas of the signal that would be considered noise would not be used to calculate
the HR. Besides, after calculating the HR, an evaluation would be made in order
to identify skips or the appearance of a false peak. These cases can be visualized
in Fig. 16.

After separating the clean areas of the signal from the noisy areas, it was
possible to evaluate the heart rate over the sessions performed by the children.
In this preliminary analysis, the heart rate was averaged for all children and over
all sessions, in order to infer the statistical variance of this group. Figure 17
shows this analysis in four quartiles of the session, that is, the average of the
heart rate in each quartile of all sessions, for all children. We can conclude that
there is no tendency in this case. This result is purely statistical.

The second analysis involved the measure of the heart rate during specific
tasks performed by the children during the sessions. In this case four tasks were
evaluated: ball game, tangram, obstacle and puzzle. As can be seen in Fig. 18,
all children have a higher heart rate during the balls and obstacle tasks.

Further analysis can be made to retrieve more information from the children
performance during the tasks. With this deeper analysis, these results could be
used by the therapists and psychologists to give them more information on how
the child reacted over specific stimuli during the session. This can benefit the
management of future sessions, in order to reorder tasks and help in planning
more personalized sessions.
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Figure 18: Heart rate evaluation during 4 specific games (balls, tablet, obstacle and puzzle).
On the plots of the left are presented the means in each session. In the other hand, the right
side shows the average of the heart rate for all games in all sessions performed by a subject.
The blue cross indicates that there was not enough clean data to perform this evaluation. The
remaining crosses indicate that there was not enough data to perform the evaluation for the
corresponding game.

6. Conclusions

We described the work conducted in the context of the project INSIDE
towards the development of a networked robot system that can be used in a
wide range of therapeutical activities involving children with autism spectrum
disorders.

Our system comprises an autonomous mobile robot, ASTRO, which is able
to engage in social interaction throughout a therapy session, as the child moves
around the room while completing several different activities. The robot plays
a key role in the therapy session, as it is the robot’s role to invite the child to
perform the different activities, explain the activities to the child, and provide
encouragement. To our knowledge, our work pioneers the use of an autonomous
robot capable of driving a therapy session with multiple activities, acting like a
social agent and engaging in rich social interaction with the children in a fully
autonomous manner.

We described the methodology behind the development of the INSIDE sys-
tem, from the preliminary studies in which the robot was tele-operated—follo-
wing a Wizard-of-Oz paradigm—to the final, long-term study, in which the
robot operated autonomously for 4 weeks and 121 actual therapy sessions in
Hospital Garcia de Orta, in Portugal. The studies establish the robustness and
autonomy of our system and hint into the potential that such a broad-purpose
system can have in the therapy of children with ASD.

39



As future work, we note that the long-term study provided a significant
amount of data that is currently being analyzed in terms of the metrics discussed
in Section 5, to further assess the potential impact of INSIDE in terms of ASD
therapy.
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