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Abstract. One can describe geometric modeling as a large systematic process, whose input is an ordered stack of medical images that is submitted to a cascade of digital image operations and finite element algorithms. The outputs are accurate 3D surface and volume meshes, digital equivalents of the human tissue being modeled. Despite the usage of several computational methods, modeling human structures requires keen visual capabilities and anatomy knowledge. In this work a pipeline is proposed for modeling the bones of the upper and lower extremities (namely the humerus, radius, ulna, femur, patella, tibia and fibula) based on computed tomography (CT) images. Computed tomography is a non-invasive image modality that reveals the inner parts of the human body. The CT based pipeline relies on anisotropic diffusion, Gaussian and adaptive filters for image enhancement and restoration, semi-automatic segmentation using 3D active contour methods, algorithms for surface mesh generation and Delaunay tetrahedralization for volume mesh generation. The resulting surface meshes are anatomically compared with real (dead) bones. This qualitative comparison demonstrates the realism of the result of the modeling process. The quality of the volume mesh is also analyzed, and it is quantitatively confirmed that it has good quality for subsequent finite element computations. The list of software employed for geometric modeling of anatomical structures based on CT images is presented. The majority of the software is non-commercial.
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- **2D** – Two Dimensional
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- **PET** – Positron Emission Tomography
- **ROI** – Region of Interest
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1. INTRODUCTION

Geometric Modeling Pipeline

In our days, modern technology is continuously providing more and more possibilities for medical science to comprehend biological systems in a tendentially holistic manner. Various equipments have been developed in order to extract anatomical and physiological data that reflect the body status. One of the greatest advances in medical systems has occurred with medical imaging. Modalities such as MRI, PET and CT allow an accurate visualization of the inner body in a non-invasive fashion, mapping the anatomy of a subject. For a great number of pathologies, medical images are the starting point for the clinical evaluation of the patients and the establishment of their diagnoses. Images are then a medium containing relevant structural or functional information of the human body, dictating in many cases future treatment, surgical planning or palliative care.

With several contiguous tomographic images, one can extract the geometrical information of the anatomic tissues, from which it is possible to reconstruct anatomically accurate 3D geometric models. This process that extends from medical image acquisition to 3D model visualization incorporates several algorithm blocks that are assembled to form a combined image-mesh pipeline.

The imaging modality for tomographic image acquisition and the anatomical structures to be modeled provide the major guidelines for building a modeling pipeline. Despite the methods and parameters that distinguish several pipelines they all share in common the structure presented in Figure 1.1 [1-4].

![Figure 1.1](image-url) 

Figure 1.1. – Schema of a simplified pipeline for geometric modeling of human structures.

A typical geometric modeling pipeline based on medical images (Figure 1.1) is formed by three fundamental blocks connected in series: image acquisition, digital image processing and mesh processing. Each block of the proposed pipeline will be discussed in depth in forthcoming chapters, because they encompass several modules with specific functionalities. An overall introduction to the pipeline follows now.

**Image Acquisition** - obtaining images for modeling purposes can be quite challenging because several parameters have to be tuned, and sometimes the expected image quality is not satisfactory. Although it seems a simple task, acquiring data from medical imaging equipment
demands great acquaintance with the machine parameters; moreover, knowing how to place
the patient relatively to the sensors saves time and grants a better “photography composition”.

**Digital Image Processing** - once acquired a stack of images, the next step to create a vol-
ume mesh of an anatomical structure is to attenuate signal noise and artifacts that may appear
in the images. This operation is called filtering and it consists on altering the data so that cer-
tain features are improved while others are attenuated. After enhancing the desired image fea-
tures with specific filters, the segmentation of anatomic tissues is performed. Segmentation is
the most difficult stage of the entire pipeline. In short, the digital image processing block con-
sists of filtering and segmentation procedures.

**Mesh Processing** - for each slice of the data volume the segmentation module outputs a
closed surface. These segmented outlines are used to generate a surface boundary mesh of an
anatomical structure. Due to the digital nature of the images, the surface mesh initially pre-
sents a ladder-like aspect. To eliminate this undesired effect, smoothing operations are applied.
Reducing the number of nodes is also important, especially for numerical simulation purposes.
With the surface mesh smoothed and simplified one can obtain the volume mesh. A volume
mesh is nothing but a set of small finite volume elements, such as tetrahedral or hexahedral
volumes, structurally organized to form a larger model. Volume mesh generation is the last of
the pipeline tasks and involves time consuming computations.

The surface mesh produced by the pipeline has two major applications that depend on the
mesh quality. To visualize a 3D model, a complex mesh with a large number of nodes is the
best option to enhance highly detailed features. On the other hand, simplified meshes with
much lesser nodes than those used for visualization, are more suitable for generating volume
meshes used for subsequent computational modeling, so as to avoid excessively long computa-
tions.

Of all stages, the segmentation operation is the most time consuming as it implies user in-
teraction to manually correct segmentation errors. Hence, segmentation is semi-automatic.
Conversely, mesh processing and image filtering are practically automatic.

With this type of modeling system it is possible to create high-quality 3D meshes from a
data volume of medical images, with large accuracy and, in some cases, remarkable mesh fi-
delity. Such systems provide the medical community important information to visualize and
comprehend the patients anatomy and physiology through a virtual reality environment [2,3].

These meshes are necessary to solve bioengineering problems that involve the determina-
tion of stresses, strains, deformations, thermal or electromagnetic fields. The meshes must
then be valid and numerically consistent models representing anatomical geometries suitable
for finite element solvers and CAD environments. Quantitative data obtained from finite ele-
ment analysis may be an important resource for increasing the probability of successful therapeu-
tic treatments, and enable specific diagnosis, improving palliative care, surgical planning
and injury prevention.

3D anatomical models are used in a wide spectrum of applications. But one of the most ex-
citing domains of application is the biomechanical area. Simulation of the deformation of var-
ious soft tissues and muscles (like the muscles and tissues of the pelvic floor, the diaphragm,
the intervertebral disks), simulation of the work of some organs or tissues under particularly
stressing conditions (cough, vaginal delivery, car accidents) or surgical correction of some of
their pathologies (stress urinary incontinence, idiopathic scoliosis) are just some of the appli-
cations of this vast biomedical field [5-8].

With this as motivation, the main goal of my project is to create a software modeling pipe-
line that generates subject-specific anatomical 3D models with high accuracy and suitable for
finite element solvers. There is one additional request: open source software or freeware should be preferably used. Commercial software also takes part of the software pipeline, such as MATLAB® and ABAQUS® that are common in most academic communities. An overall description of the utilized software and user-guide tips are provided in chapter 9.

But, as previously remarked, to design a modeling pipeline one must know which imaging modality is to be used and what anatomical structures are to be modeled. The input data of the present pipeline is a set of CT slices of the upper and lower limbs. The structures to be modeled are the long bones of these body segments and also the patella. Skin is another structure that can be extracted from CT data, even more easily than bone tissue. Soft tissue modeling, which includes muscle, fat, vasculature, fasciae, tendons and ligaments are more easily studied with MRI data.

The main reason for the correspondence between imaging modality and tissue type is due to image characteristics, namely signal contrast and noise structure. CT images are more suitable for bone modeling because hard tissue has a high contrast relatively to soft tissue. Thus, CT images are optimal hard tissue classifiers. The geometry of bones can also be reconstructed from MRI data, “but it is unclear what accuracy one can expect in this case” [9]. On the other hand, MRI images are appropriate for soft tissue modeling due to the greater tissue resolution in which it is possible to distinguish tendons from muscles and cartilage from bone. The small differences in signal intensity between these types of tissue do not allow a clear separation in a CT image, and therefore reasonable segmentation cannot be conducted. Even when vasculature is close to muscles, a CT image represents these different tissues as one only as they share the same signal intensity.

Modeling Human Structures

The huge amounts of data collected with various medical equipments are used to create, what many authors call [9], in silico human bodies. Such ‘humans’ are computational representations used to simulate, and partially recreate, human anatomy and physiology in a feasible way. Body, organ, tissue, cellular and molecular levels may have an artificial equivalent that is incorporated in a virtual environment. But as any other model, their purpose is to represent a certain reality. So these models are an approximation of an objective reality in this case a body, organ, tissue, cell or molecule of a human being.

The state of art of in silico humans is haunted by the current impossibility to create a whole-body model for an arbitrary human subject. If such subject-specific modeling were possible most of the practical biomedical questions would be answered because a simulation platform would be available for unlimited analysis and tests.

Due to the fact that human tissue is hierarchically organized, biophysical properties at one scale depend upon features that are present at other dimensional scales. Herein, a holistic understanding of a biological system demands multiple models that are coupled together sharing explicit relations and common parameters, in which each one of them models the phenomenon at a different dimensional scale.

However, two obvious computational problems arise: (i) in order to create a complete in silico human model, spanning multiple dimensional scales and that supports anatomy variability one must possess a humongous amount of information on the patient’s body; (ii) if all the models are coupled then they must be solved simultaneously, preferably in real-time. These two problems require tremendous computational capabilities and unlimited computer memory, which at the present time are virtually inaccessible.
Another major limitation for creating subject-specific *in silico* models, also related to data, is the impossibility to measure all of the parameters due to ethical restrictions or practical issues: some data can only be accessed invasively. Muscle-fiber and tendon length are two examples whose values are measured invasively. To surpass this limitation it is frequently assumed that the subject is not very different from the rest of the population; therefore invasive parameters have an average value based on anthropometric statistics.

The restrictive limitations for creating a whole-body *in silico* human are also shared with single scale modeling. For example, to model the femur a single computer with less than 1GB RAM and a 1.8 GHz CPU may crash down several times in response to huge amounts of data and over the limit processing requests. Many minutes of work are lost and consequently it is necessary to repeat the same action. All this is a dramatic waste of time and very annoying.

Geometrical modeling can be computationally expensive and time consuming, especially when the structures to be modeled are long bones. Nowadays, the minimum system requirements necessary for biomechanical geometric modeling are 1GB or more of RAM and 2GHz of CPU or more.

**Contribution of the Thesis**

The aim of this project is to reunite a set of software tools, that have digital image processing and computational geometry functionalities, establishing a modeling pipeline that transforms CT medical images of the body limbs into finite element meshes of bone structures in a timely fashion.

During the period of my project I studied and learned several digital image processing algorithms to enhance, restore and segment CT data [10,11]. The software used forced me to comprehend various methods so that I could create high quality meshes.

As I was building the pipeline, I became interested in certain image processing matters such as morphological filtering and edge detection with which I achieved satisfactory results:

- By applying a sequence of methods that use morphological operators, I was able to eliminate non relevant objects from the CT images such as the machine table and the all of the cloth present. This way it is possible to classify in the image which objects are human tissues and which are not (Figure 1.2).

- Based on the simple fact that an image is a 3D surface, detecting a contour in an image should be the same as finding regions of the surface whose unit normal vectors are almost parallel to the image coordinates, i.e., the $N_z$ component must be close to zero (Figure 1.3).

So, besides the projects main objective, I tried to enhance this work by implementing these ideas that still need further development. Details and considerations behind these achievements will be presented in another document.

It is well known that edge detection procedures, such as the one I propose, are not entirely effective, especially for richly-detailed images. When a contour region does not have a high contrast the edges are not detected showing lacunae and boundary discontinuities. Thus, supposed closed contours are detected as a set of single opened contours, resembling a fragmented object.
Figure 1.2. – Other project achievements besides volume mesh generation: non relevant object elimination. The CT table cloth was successfully removed from the images.

Figure 1.3. – Other project achievements besides volume mesh generation: edge detector based on the $N_z$ component of the surface normal vectors. The $N_z$ filter was applied to the blood cell image and then thresholded to show the pixels with a $N_z$ value lesser or equal to 0.03. (A) – Image of a red blood cell with image coordinates. (B) – The image sawn as a surface. (C) – A magnification of (B) shows the normal vectors.
Even the procedure for elimination of non relevant objects needs improvements. For instance, when noise or artifacts persist over the human/non-human tissue interface this method fails completely. In these cases manual segmentation is required.

At the end of the modeling pipeline I obtained volume meshes of the humerus, radius, ulna, femur, patella, tibia and fibula. These models can now be used for further computer simulations, especially in the field of biomechanics.

The whole-body model is a complex problem that can only be solved by a network of international research and investigation. Probably, it will take a significant amount of time and vast resources to achieve the ultimate in silico human: a complete virtual representation of the whole-body at every dimensional scale, or in other words, a virtual human clone [9].

It is my wish that the work I developed can help scientific community to get an infinitesimally bit closer to this idealistic scenario.
2. GEOMETRIC MODELING IN BIOMECHANICS OF TISSUES AND STRUCTURES

Biomechanics of Tissues and Structures

Biomechanics is the field of science that studies biological systems from the perspective of classical mechanics [1,2]. The investigation and research developed in this biomedical area provides an overwhelming understanding of how biophysical systems react and evolve when confronted with forces, or the dynamic response description of their movement. To do so a biomechanical analysis must incorporate realistic anatomical and physiological information in the models used in design of orthopedic implants and prosthesis, analysis of human movement, rehabilitation and ergonomic studies, geometric and computational modeling of tissues, among many other applications.

Nowadays, different but related areas, that are continuously expanding, can be distinguished in biomechanics. Biomechanics of tissues and structures is one of the disciplines that compose the overall biomechanics discipline mosaic. It regards the mechanical understanding of tissue, organ and structure behavior, both normal or pathological, aiming at realist model development and effective computational simulations.

As a biomedical engineering discipline, biomechanics of tissues and structures does not have a well established frontier as it frequently merges with other areas. Medical imaging, geometric modeling and finite element analysis are three engineering areas that form the groundwork for many biomechanical projects, including this one. Shall it be by sharing common issues or by complementing each other, this interrelation between (apparently) different scientific areas reinforces theoretical and experimental conclusions leading to accurate and precise models.

Geometric Modeling in Biomechanics and Clinical Visualization

Modeling anatomical structures consists of identifying a set of features including geometry, material properties, and boundary conditions, and establishing relations between each type of feature [1,2].

This work will focus on the creation of geometric models of human structures that are able to predict the biomechanics of the skeletal apparatus at the macroscopic scale (organ level).

Depending on the modality, certain anatomical structures can be accurately estimated from diagnostic imaging. For example, the skeletal anatomy can be accurately defined from computer tomography data, in which geometry accuracy is directly related to the radiation doses received and the spatial resolution required. So, the greater the doses and the larger the number of tomographic slices, the more accurate the model geometry becomes. But there is an antagonism between the amount of radiation and the required geometric accuracy: it is not ethically acceptable to deliver high doses of dangerous ionizing radiation to achieve better model accuracy. On the other hand, in clinical practice, X-ray radiation is administrated in much lower doses and with less tomographic images acquired, which is not quite acceptable for geometric modeling. Therefore a compromise between these two entities must be achieved so that one can obtain satisfactory results with the less damage possible to the subject.
Never let it be said that modeling the geometry of a human structure is a trivial task. Several challenges appear when attempting to accurately model such structures. The first barriers arise from anatomy itself. Organic structures can present very complicated curvatures and surfaces, which can be described by highly non-linear mathematical expressions (such as NURBS) [3]. Human anatomy is no exception. The anatomic variability is other difficulty which one must be aware of when modeling. Subject-specific models relay deeply on this feature. Medical imaging techniques also have limitations that bottleneck an entirely automatic extraction of information. Better resolutions and higher signal-to-noise ratios with less damage to the patient are expected in the near future.

To tackle all these limitations effectively one must compromise accuracy with a more coarse and practical solution.

When modeling, keeping an anatomy book near by, with fully illustrated or photographed images, is advisable as it helps the modeler to understand the results (s)he obtains.

**Bone Modeling**

Subject-specific bone geometry can be defined using CT imaging data. Currently the only information on the tissue that we can derive from CT images is the tissue density.

CT images present high contrast signal for bone tissue and skin, therefore CT data is suitable for modeling these structures. As bones are hard solids they greatly attenuate the high-energy radiation and therefore appear in the image with a high signal, while soft tissue, such as muscle and fat, are more transparent to X-rays. This way a high image contrast between soft and hard tissue can be visualized [4].

These systems are designed to produce image signals in which each picture element corresponds, univocally, to a certain type of tissue. This is of course an idealistic goal of medical image engineering, because ambiguous data is predominant on whatever system that has been or will ever be developed, and computer tomography is no exception to this rule.
3. OSTEOLOGY OF THE UPPER AND LOWER LIMBS

* A priori knowledge concerning the anatomy of normal structures is of great importance for geometric modeling. If a modeler, strictly based on the available medical images, has few or no anatomic knowledge at all, then, the modeling task might be more prone to manual segmentation errors and non-optimal user-specified parameters. Thus, relying only on the image data less accurate anatomical models are created.

Studying the anatomy of the structures to be modeled [1-4] is then a primer to know how to perceive the acquired data. Depending on the image resolution, details can easily appear to the eyes of those who have prior knowledge of human anatomy.

The modeled bones are situated at the body extremities, also called limbs. From the upper limb, humerus, radius and ulna are considered; the femur, patella, tibia and fibula, belonging to the lower limb, are also described. The bone modeling will address the left arm and forearm and the right thigh and leg.

This chapter aims to be a concise “illustrated anatomy” focusing on the seven bony structures modeled, regarding essential osteologic concepts and descriptions.

A limb is an appendage of the body, connected to the trunk by one end, and free on the other end. The two types of extremities differ according to their functions: the upper extremities serve mainly for prehension while the lower extremities contribute to locomotion and weight support. Several bones assemble to compose the extremities, and each region of an extremity forms a body segment. The upper extremity consists of the shoulder girdle, arm, forearm and hand segments. The lower extremity comprises the pelvic girdle, thigh, leg and foot.

Bone tissue can be classified as dense (compact) or spongy (cancellous), according to how the cells and intercellular matrix materials are arranged. From a macroscopic point of view, the main difference between these two types of bone tissue resides on the density of the bone matrix. The bone matrix is the most X-ray attenuating substance within the human body. It contains abundant minerals composed by calcium carbonate and mostly of hydroxyapatite, a complex salt of calcium and phosphate. As the names suggest, compact bone tissue contains few spaces and more bone matrix than spongy bone tissue, which presents lots of gaps filled with bone marrow.

Bone surfaces are neither smooth nor flat. They are topologically intricate and texturally rich, populated with eminences and depressions which can distinguish a bone region. Emminences and depressions can be either articular or non-articular. The humerus and femur heads are evident examples of articular eminences. As is common in descriptive anatomy, the form of a structure is employed to designate non-articular eminences and depressions. The following table enumerates the different types and characteristics of non-articular eminences and depressions. The eminences and depressions listed in Table 3-1 increase the surface area for ligament and muscle attachment. The enervation and irrigation paths that transmit neural signals and nourish the bone impress the bone surface with holes and canals conferring a characteristic texture.

Bones, themselves, can be classified according to their form. The modeled bones are of two types: long bones and flat bones.

In the human skeleton, the limbs are the segments that have the majority of the long bones. They assemble a system of levers used to support the weight of other tissues, such as muscles that confer the power of locomotion. Many produce blood at the medullary canal. Long bones
are characterized by their lengthy shaft and two articulated extremities, also known as diaphysis and epiphyses. Similar to a hollow cylinder, the shaft contains in its interior bone medulla. The narrowed form is suitable to allocate space for the muscles bellies. The extremities are generally large and expanded structures, which is convenient for bone connection and muscular attachment. Long bones are slightly curved structures. Histologically, the shaft is richer on compact tissue than the extremities which contain more cancellous bone tissue. The shaft walls present a density variation of cortical tissue throughout the bone main axis: greater thickness in the middle becoming thinner towards the extremities. Cancellous tissue is sparse but bone marrow fills the hollow interior. The extremities present a thin outside layer of compact bone that coats the cancellous tissue. Bone marrow fills all cancellous bone and the medullary canal. Most of the modeled bones are long bones, namely, humerus, radius, ulna, femur, tibia and fibula.

The only flat bone modeled was the patella. This unique bone acts as a shield towards the knee articulation. Protection and muscular attachment are the main functionalities of the broadly expanded flat plates of this type of bone. As in the extremities of long bones, a thin outside shell, formed by two layers, enfolds the prevailing cancellous tissue.

<table>
<thead>
<tr>
<th><strong>Emi nences</strong></th>
<th><strong>Tuberosity / Protuberance / Process</strong></th>
<th>Board, rough, uneven elevation.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td><strong>Tubercle</strong></td>
<td>Small, rough prominence.</td>
</tr>
<tr>
<td></td>
<td><strong>Spine</strong></td>
<td>Sharp, pointed eminence.</td>
</tr>
<tr>
<td><strong>Ridge / Crest / Line</strong></td>
<td></td>
<td>Narrow, rough elevation, along the surface.</td>
</tr>
<tr>
<td><strong>Depressions</strong></td>
<td><strong>Fossae</strong></td>
<td>Anatomical pit.</td>
</tr>
<tr>
<td></td>
<td><strong>Groove</strong></td>
<td>Long, narrow channel.</td>
</tr>
<tr>
<td></td>
<td><strong>Furrow</strong></td>
<td>Deep, narrow depression.</td>
</tr>
<tr>
<td></td>
<td><strong>Fissure</strong></td>
<td>Narrow opening or lengthy and deeply crack.</td>
</tr>
<tr>
<td></td>
<td><strong>Notch</strong></td>
<td>V-shape indentation.</td>
</tr>
</tbody>
</table>

Table 3-1 – Non-articular eminences and depressions of bone surfaces.

The following figures illustrate the anatomy of the structures to be modeled. No deep anatomical description will be provided. Anatomy books are the indicated source for detailed information [1-3]. Furthermore in chapter 10, the 3D models obtained with the proposed pipeline will be compared with photos of authentic dead bones. The comparison will consist on visually evaluating the resemblance between these two entities.

Figure 3.1 – (A) Anterior and (B) posterior view of the right patella [5].
Figure 3.2 – (A) Anterior and (B) posterior view of the right femur [5].
Figure 3.3 – (A) Anterior and (B) posterior view of the right tibia and fibula [5].
Figure 3.4 – (A) Anterior and (B) posterior view of the left humerus [5].
Figure 3.5 – (A) Anterior and (B) posterior view of the left ulna and radius [5].
4. FUNDAMENTALS OF DIGITAL IMAGE PROCESSING

There is an ancient Chinese proverb saying that an image is worth a thousand words. But, what is an image? Intuitively, an image is what we see. Mathematically, an image can be defined as a 2D function (or a set of 2D functions, in the case of color images) where at each point of the domain, the value of the function corresponds to the brightness or intensity of the image at that point [1,2]. An image defined as a 2D function, \( z = f(x, y) \), can also be interpreted as a surface (Figure 4.1). Interpreting an image as a function is an important concept for the development and implementation of image processing algorithms.

**Figure 4.1** – A digital image (A) represented as a two-dimensional function (B).

Our visual system prefers sharp, clear and detailed images rather than blurred, noisy or vague images. With digital image processing (DIP) techniques it is possible to perform interesting transformations to enhance the visual information contained in an image, such as:
- edge enhancement, which produces a sharper image;
- attenuation or even elimination of several types of noise;
- improvement of image contrast;
- edge extraction, which delineates the objects.

The term digital in DIP refers to the discrete nature of the signal: the domain and the intensity values (or levels) of a digital image are finite and numerable. Depending on the type of numbers used to represent quantities (for example, integers, unsigned integers or double), an image can be binary, having only two intensity values, or a real color image, with over 16 million intensity values.
For most medical imaging applications, 256 (2^8) to 4096 (2^{12}) different intensities are used to represent anatomical or functional information. In particular, the acquired CT images are grayscale images with 4096 gray levels. Normally the value 0 is assigned to the black color and the highest value (ex.: 4096) corresponds to white. The values in between are different gray tones from dark to bright.

Due to its discrete nature, a digital image can be considered as a bi-dimensional matrix. Each element of the matrix is characterized by a pair of coordinates and a value equal to the image intensity at that point. This matrix element is called a pixel, the short designation for picture element.

The neighborhood of a given pixel is composed by the adjacent pixels that surround it. A neighborhood can have different shapes and sizes but usually it has a rectangular form, such as 5x5 or 7x9. A pixel’s neighborhood can also be called a spatial mask.

The concept of an image as a matrix is more evident if a portion of an image is amplified, as seen in Figure 4.2.

**Figure 4.2 –** Amplified portion of a digital image. The numbers represent the pixel’s gray level.

**Point Operations and Neighboring Processing**

Based on the matrix concept, spatial image processing operations can alter the value of a certain pixel, individually or based on neighboring pixels. The former type of operations is called point operations; the latter is known as neighborhood processing.

Point operations are the simplest type of operations that can act upon an image’s pixel. A certain pixel at a given location can be added, multiplied, divided, powered, or compared
quantitatively to another pixel of a different image at the same location. Besides arithmetic and relational operators, logical operators such as AND, OR and NOT can also be applied to images.

In neighborhood processing, the new value of a pixel \( p(x, y) \) is calculated by the function \( f(p, m) \) whose arguments are the neighboring pixels \( n \) and the mask coefficients \( m \). The function output will be the new pixel value at that point \( p'(x, y) = f(p, m) \). The combination of the mask and the function is called a filter.

The following figure illustrates how a pixel value can be computed by neighborhood processing. The example presented consists of filtering the image with a spatial Gaussian filter (standard deviation \( \sigma = 3 \), 5x5 mask).

Spatial filtering is done in three steps: (i) the mask is positioned over the pixel at coordinates \( (x, y) \) (the center of the mask coincides with the current pixel); (ii) each pixel within the neighborhood is multiplied by the corresponding mask coefficients; (iii) all the products are summed giving the new pixel value \( p'(x, y) \).

\[
p' = \sum_{s=-2}^{2} \sum_{t=-2}^{2} m(s, t) p(i + s, j + t)
\]

Figure 4.3 – Example of how neighborhood processing is performed upon a pixel.

- \( n \) – pixel neighborhood;
- \( p \) – current pixel;
- \( m \) – mask;
- \( p' \) – new pixel value
Image Histogram

Several statistical parameters can be extracted from a grayscale image. One of the most important statistical functions of an image is the distribution of the number of occurrences of a specific gray level, i.e., the image histogram. The appearance of an image can be deduced just by analyzing its histogram. For example, a dark image would present higher density at the low levels of the histogram. On the other hand, the inverse would happen to a very bright image. A well contrasted image would present a uniformed histogram with no predominance of a specific gray level. By manipulating the histogram the image contrast can be enhanced.

Figure 4.4 – The image histogram of an axial cross section of the forearm. The histogram is multi-modal.

Image Processing Pipeline

Depending of the problem under consideration, different image processing algorithms are applied to perform different tasks. These tasks are arranged in a systematic manner forming an image pipeline. Each stage executes a specific procedure or function according to the chosen parameters and the received inputs.

For instance, the proposed image pipeline for bone modeling is basically composed by three major stages: image enhancement, image restoration and image segmentation (Figure 4.5).

Figure 4.5 – Schematic of the image pipeline used for CT images of the upper and lower limbs. The operations of each stage are listed.
Image enhancement and restoration are tightly related because such methods are intended to increase image quality by removing noise, improving image contrast or highlighting edges. Four different filters were applied to the sagittal slices of the data volume. Gaussian, Wiener, median and anisotropic diffusion filters proved to be suitable as noise was attenuated and some image defects were repaired.

Modifying the histogram distribution directly influences the image contrast. By reallocating the number of observations of a gray level to another gray level, the contrast between soft tissues and hard tissues can be deeply accentuated.

After enhancing the contrast of the bone tissues a more suitable input for image segmentation was obtained. Any segmentation method has the objective of isolating certain aspects of an image, classifying each pixel as foreground or background, i.e., a pixel of interest or a non-interesting pixel. In this work thresholding combined with active contour methods are used to extract bone tissue, both cortical and cancellous tissue.

In general, bone tissue has a high contrast relatively to soft tissue due to the existence of a compact and dense cortical bone. But, wherever cancellous bone tissue is present and cortical bone is thin, namely at the epiphyses (Figure 4.6), the intensity signal is poorer and closer to soft tissue values. This feature is problematic for most segmentation methods, including the one applied here, because it consists in a boundary discontinuity. At these locations manual segmentation is frequently necessary.

Image processing is a multi parameter procedure in which each stage of the pipeline needs to be tuned. Adjusting the parameters of the pipeline is indeed the experimental side of any imaging process, demanding several iterations and evaluations before reaching the desired results. Many combinations of operations have to be developed, tested, tuned and altered before defining the final pipeline that gives the best results.

Even if the proposed image pipeline has some limitations on automation, it still provides accurate results (see chapter 10).

With the digital image fundamentals presented here and a brief introduction to each stage of the image pipeline, advanced explanations on image enhancement, image restoration and image segmentation will be more comprehensible.
Figure 4.6 – Detail of the humerus head. At the epiphysis the cortical bone is very thin and the cancellous bone is abundant.
5. IMAGE ENHANCEMENT AND RESTORATION

The design of modern CT systems endeavors an achievement that involves opposing demands: improving image quality and increasing spatial resolution, with a reduction on patient radiation dose. The radiation dose/image quality relation is apparently inflexible, since only by increasing the radiation dose and X-ray power the image resolution will increase. But there is one way to partially solve this dilemma: filtering projection or image data. CT scanners use low-pass filters applied to the projection data reducing noise but also deteriorating the resolution of the image [1-5]. Advanced software platforms of CT scanners [6] incorporate multi-dimensional adaptive filters that prove to be very effective in increasing image quality and decreasing radiation dose. Filtering is therefore important for CT imaging.

Improving image quality is to repair the damage provoked by artifacts, and to eliminate noise without deteriorating the image itself. Image restoration and image enhancement procedures aim at producing images with optimal quality, thus providing improved diagnostic images to the physician.

A filtering algorithm can be classified as belonging to the enhancement or the restoration categories or even to both, depending on the application. In general, such classification is easily established since it relies on the task to be performed: image improvement corresponds to enhancement, while damage removal matches restoration.

As pointed earlier, the developed imaging pipeline (Figure 4.5) uses five different techniques for image enhancement and restoration. For image enhancement, contrast stretching was used. Gaussian, median and Wiener spatial filters were applied for image restoration. Now, anisotropic diffusion can be classified simultaneously as an image enhancement and a restoration procedure, given that the image quality is improved and artifacts are simultaneously removed.

The application of any restoration technique is based on a model of an image degradation process [7]. Such model stipulates that an image results from a degradation process and noise addition. Here we will assume that there is no degradation function, and only noise is attenuated or eliminated in the CT images.

Filtering techniques may create high quality images from very noisy CT scans. Therefore, filters such as those applied may contribute for using less radiation upon a patient.

Contrast Enhancement

Manipulating the image or volume histogram is one of the first steps to be carried out in image analysis. The histogram summarizes the intensity information in a one-dimensional function. Contrast adjustment is a histogram processing procedure that reallocates the original gray levels to new gray intervals, in order to obtain the desired contrast enhancement. In other words, by “spreading” and dislocating the histogram the contrast will improve. This technique is known histogram stretching.

The histogram of the lower body extremity is presented in Figure 5.1 (the histogram of the upper extremity is similar, Figure 4.4). At first glance, this graph indicates that the histogram is multi-modal. Each peak corresponds to a different type of tissue, from lowest to highest level: air, fat, muscle and bone (Figure 5.1).
Therefore, to achieve a good contrast between soft and hard tissue, one possible contrast stretching function can be a piecewise linear function [7] chosen with the purposes of (Figure 5.1):

(i) broadening the intensities of the muscle interval (region B), because cancellous bone and muscle share the same intensity values;
(ii) saturating the bone values (region C), since it is the tissue to be modeled and that is convenient for a better visualization;
(iii) canceling the lower intensities to zero (region A) given that they are not of any interest.

Figure 5.1 – Stretching function juxtaposed with the histogram of the lower extremity volume. The histogram observations are traced on a logarithm axis.

Gaussian Filter

Low-pass filtering is an essential step to attenuate high frequency noise that is present in most medical images.

The Gaussian spatial filter [8] can be seen as a weighted mean over the pixel’s neighborhood, and the new pixel value will contain information of all the neighboring pixels. This operation smears the intensity values and the overall image appears blurrier. The image regions become more homogeneous.

This filter is based on the bi-dimensional Gaussian probability distribution function:
\[ f(x, y) = e^{-\frac{x^2 + y^2}{2\sigma^2}}, \]

where \( x \) and \( y \) are the pixel coordinates and \( \sigma \) the standard deviation. The greater the \( \sigma \) or the mask size the blurrier the image. **Figure 4.3** illustrates the application of the Gaussian filter to a portion of a CT image.

**Median and Wiener Filters**

The spatial filtering mechanism is a straightforward technique, as described in chapter 4 and illustrated in **Figure 4.3**. There are various types of filters designed for different purposes. For the CT images, nonlinear filters have been applied to restore image features by reducing certain degradations occurred during the data acquisition and transmission stages, namely streaks and noise mottle. Studies reveal that nonlinear filters might lead to better image quality than current linear filters, such as the Gaussian filter [3].

A nonlinear filter is a nonlinear function of the grayscale values within a mask. For image restoration, a nonlinear filter is aimed at reducing the artifact presence in an image, without reducing its resolution. The median and Wiener filters [8] are two examples of how a restoration technique can be successfully performed using neighborhood operations. Each of these filters is suitable for a specific type of noise or artifact.

When the image appears to have sharp and sudden disturbances, randomly scattered over the image as points, the median filter comes in handy since it eliminates outlier pixels very easily (**Figure 5.2**): the median filter takes the central value of an ordered list composed by the mask pixels. Therefore, a median filter is classified as a rank-order filter, meaning that the elements under the mask are sorted and a particular value is returned.

**Figure 5.2** – Median filter as a spatial filtering technique applied to a sagittal cross section of the upper limb. The image at the left is the original image and at the right the filtered image.
Generally, spatial noise is a random variable whose statistical behavior can be modeled by a probability density function. In practice, it is frequently considered that random fluctuations that appear to be normally distributed over the image follow a Gaussian noise model.

The Wiener filter is a nonlinear adaptive filter used to clean Gaussian noise. This filter changes its characteristics, i.e., its parameters, according to local statistics of the grayscales under the mask. In the regions with outliers the Wiener filter acts as a median filter.

The nonlinear expression that defines the filter is given by

\[
\hat{I}(x, y) = m_m(x, y) + \frac{\sigma_m^2(x, y)}{\sigma_m^2(x, y) + \sigma_I^2}(I(x, y) - m_m(x, y)),
\]

(5.2)

where \(m_m\) and \(\sigma_m^2\) are the mean and variance of the mask, respectively, and \(\sigma_I^2\) is the variance of the overall noise of the image. The filter returns either \(I(x, y)\) or \(m_m(x, y)\) according to the local variance. By expression (5.2), if the local variance is high, then the fraction will be close to one and the output will be approximately \(I(x, y)\). Note that high variance corresponds to details such as edges. On the contrary, low local variance will give a fraction close to zero and the returned value will be near \(m_m(x, y)\). A region with a low variance matches constant regions.

Usually, the value of \(\sigma_I^2\) needs to be estimated since the image noise model is only an assumption. An alternative expression to (5.2) that considers an estimate of \(\sigma_I^2\) is as follows

\[
\hat{I}(x, y) = m_m(x, y) + \frac{\max\left\{0, \sigma_m^2(x, y) - n\right\}}{\max\{\sigma_m^2(x, y), n\}}(I(x, y) - m_m(x, y)),
\]

(5.3)

where \(n\) is the estimated noise variance calculated as the mean of all \(\sigma_m^2(x, y)\).

Therefore, adaptive filters tend to smooth uniform regions and to preserve edges. The mechanism is straightforward: first, the region around a given pixel is evaluated to see if it is a uniform region. If that is the case smoothing is performed using only the pixels that belong to the same region.

By comparing Figure 5.3 with Figure 5.2 the differences between the two adaptive filters is evident: Wiener preserves edges better than the median filter and both are generally low-pass filters.
Figure 5.3 - Wiener filter as a spatial filtering technique applied to a sagittal cross section of the upper limb. The image at the left is the original image and at the right the filtered image.

Anisotropic Diffusion

Anisotropic diffusion is a widely used technique in MR brain images aimed at reducing noise and improving contrast [9]. Numerous authors have employed this technique to CT images were it has demonstrates good results [10].

This filter was designed to attain a dual purpose: smooth regions with small differences between pixels and preserve large differences between pixels. This way ubiquitous noise can be deeply attenuated while edges can be maintained.

Although, anisotropic diffusion [11] is a complex iterative filtering process it only requires the manipulation of two parameters, which are the number of iterations and a parameter that affects noise smoothing and edge preservation. By selecting the proper parameter values the resulting output can be quite satisfactory. Figure 5.4 exhibits the filtering potential of anisotropic diffusion upon CT images.
The mechanism of anisotropic diffusion acts upon each pixel value, which is changed by an amount related to the divergence of the gradient of the image at that pixel multiplied by a diffusion function. Formally, the anisotropic diffusion filtering is expressed by the equation

\[
I(x, y, t + \Delta t) = I(x, y, t) + \text{div}\left[c(x, y, t) \nabla I(x, y, t)\right],
\]

where \(I(x, y, t)\) is the image at iteration \(t\), \(\text{div}()\) is the divergence operator, \(\nabla\) the gradient operator and \(c(x, y, t)\) is the diffusion function. Anisotropic diffusion is a recursive function that generates a family of \(n\) related images \(I(x, y, t)\), with \(t = 0, ..., n\). The initial condition, \(I(x, y, t = 0)\), corresponds to the original image. As \(t\) gets higher more diffusion is performed and the image becomes smoother.

To understand the importance of the spatially varying function \(c(x, y, t)\), an image must be visualized as a set of patches or regions and the boundary of each region as an edge. Hence, \(c(x, y, t)\) is a function defined to execute intraregion smoothing rather than interregion smoothing, so that edge preservation is assured from iteration to iteration. The following equation expresses the most used diffusion function [11].

\[
c(x, y, t) = e^{-\left(\frac{\|\nabla I(x, y, t)\|}{\kappa}\right)^2}.
\]

The \(\kappa\) in expression (5.5) symbolizes the diffusion parameter. This parameter specifies which edge slopes are to be preserved and which are to be smoothed. As expression (5.5) demonstrates, \(c(x, y, t)\) monotonically decreases as the magnitude of the image gradient increases. This way, pixels corresponding to edges have a high \(\|\nabla I(x, y, t)\|\) and therefore \(c(x, y, t)\) will...
have a very small value, meaning that \( I(x, y, t + \Delta t) \approx I(x, y, t) \); whereas for regions with small \( |\nabla I(x, y, t)| \) the opposite occurs and smoothing is performed.

The parameter \( \kappa \) and the number of iterations \( n \) have a physical significance. The value of \( \kappa \) represents the magnitude of the gradient that is most modified, while constant regions and edges of greater magnitude are practically unaltered. The physical meaning of \( \kappa \) is, therefore, material conductivity. The number of iterations is simply the number of times diffusion occurs; it thus represents the time factor.
6. IMAGE SEGMENTATION

The classical definition of segmentation is quite simple: “image segmentation is defined as the partitioning of an image into non-overlapping, constituent regions that are homogeneous with respect to some characteristic such as intensity or texture” [1]. The quoted phrase is very understandable but difficult to implement for nontrivial images, such as CT images. The fact that there is no universal approach to solve all segmentation problems only demonstrates the difficulty of this subject.

The objective of medical image segmentation is to divide the 2D or 3D image into well-defined anatomical structures or regions (Figure 6.1). However, when dealing with CT images, segmentation is one of the most difficult tasks to be performed within the entire pipeline. One should bear in mind that a CT image comprises the information relative to the tissue distribution in the human body, but also undesired signals. Artifacts, noise, blurred edges are some of the features common to any medical image.

![Figure 6.1 – Example of a segmented image of an axial cross section of the thigh. [2]](image)

Segmentation can be considered a step forward in image processing because the input is an image but the output may be an attribute such as a geometric entity (area, volume, perimeter, etc). By extracting attributes from an image, new applications become possible, including 3D model reconstruction of anatomical structures from CT data. These models respond to several clinical needs. For example, by delineating anatomical structures and other regions it is possible to quantify tissue volume, locate abnormal tissue or pathologies, and study the form and structure of the relevant tissues. Consequently, segmentation of anatomical structures aids diagnosis, it is useful for planning treatment and makes computer-integrated surgery possible.

This way, segmentation plays the main role in the designed pipeline for anatomical modeling as it establishes the transition between image data and 3D mesh data.

So that a segmentation algorithm can be effective, it is necessary to tune the parameters according to the characteristics of the image modality used as input.

A myriad of different segmentation methods exist and can be selected according to the input image and classified according to their degree of automation. Manual, semi-automatic or automatic are the categories. The latter is only possible for images with well defined objects which, in general, is not the case of CT data or any other medical image. In CT, bone shaft and skin can be considered exceptions due to the very high contrast they present. Until now, there is no fully automatic algorithm capable of perfectly extracting region boundaries from medical images.
Since the dawns of image processing and computer vision, many semi-automatic segmentation algorithms have been developed and can be applied to different imaging modalities. In particular, to solve the problem of reconstructing 3D surfaces from medical images, several approaches have been taken [2-5].

In the present work, three techniques are used in conjunction to solve the bone segmentation problem: global thresholding, active contour methods and manual segmentation. The next sections describe each technique separately.

**Global Thresholding**

Global thresholding is based on the property of similarity of intensity values. Despite the inconsistencies present in CT images, an anatomical structure is practically characterized by its CT number. So, by partitioning an image into regions according to the voxel intensity value, a coarse but overall segmented object will result (Figure 6.2).

![Figure 6.2 – Image segmented solely with global thresholding.](Image)

As expected, the mechanism of global thresholding is very simple. Considering the volume histogram, the intensities of the tissue of interest lie between two values, or thresholds. Hence, thresholding consists of selecting the intensities that identify a tissue (foreground) and cancel all the other values (background), estimating in this way the region occupied by the object. The values of a thresholded image range from -1 to 1, where the background and foreground pixels correspond, respectively, to the extremities. Any pixel with a value near zero indicates an edge between foreground and background.

This type of global threshold can be performed as a point processing operation changing each voxel value according to a function that maps the original values to new values. For instance, this mapping transforms the histogram domain to the \([-1,1]\) interval described above. This mapping is also called intensity region filter and is based on the mathematical expression of a sigmoid. In Figure 6.3 the intensity region filter used in Figure 6.2 is presented.
Due to the partial volume effect, the established intensity interval encloses not only bone tissue but also muscle, fasciae and bone marrow. Noise and other artifacts also have their share in this portion of the histogram. This histogram corruption only makes the threshold selection more difficult.

Since the thresholding technique generally does not take into account the spatial information, the segmentation will be very sensitive to noise and inconsistencies. Figure 6.4 shows a detail of the 3D model of the elbow articulation. As we can see, the global threshold by itself produces a very defective and noisy 3D model.

For medical images, thresholding is very rapid and intuitive, but generally it produces a crude result. In this context another technique must be applied.

Figure 6.3 – Intensity region filter applied to Figure 6.2.

Figure 6.4 – 3D model of the elbow articulation obtained with a global threshold technique.
Active Contour Methods

The objective of segmentation is the determination of the \((x,y,z)\) volume coordinates where bone is present. Nowadays, most of the employed segmentation algorithms for medical images are based on deformable models [6].

Simply put, a deformable model is a closed parametric curve or surface with physical properties that, under the influence of internal and external mechanical forces, deforms adapting to image characteristics. The model can also be referred to as a 2D or a 3D snake and, as a result, the deformation process is referred to as a snake evolution.

The modeling pipeline exploits the 3D active segmentation method known as region competition [7]. A tissue can be outlined by placing an initial set of closed surfaces, such as spherical surfaces, in the proximity of the region of interest. The contour initialization is nothing but a rough estimate of the anatomical structure of interest.

Each evolving snake \(C(u,v;t)\) is a closed surface spatially parameterized by \(u, v\) and temporally parameterized by \(t\). When submitted to forces, every \((u,v)\) point moves in an iterative manner according to the following PDE:

\[
\frac{\partial}{\partial t} C(u,v;t) = F \vec{N}.
\] (6.1)

\(\vec{N}\) is the unit vector normal to \(C\) at the point \((u,v)\) and \(F\) is the sum of all forces that act on the snake in the normal direction.

For each step of the temporal parameter \(t\), internal forces derived from the snake’s geometry guarantee smooth surface variations, while external forces compel the snake toward the feature of interest, such as an edge. In other words, internal forces act as a smoothness constraint, assuring robustness to noise and spurious edges, external forces originate the deformation leading the model to adjust to the object boundaries.

The region competition method assigns the internal force as the mean curvature of \(C(u,v;t)\) and the external forces originate from voxel probability maps that, in turn, derive from the previously described intensity region filter. The probability under consideration refers to how likely a certain voxel belongs to the structure of interest or foreground. The external force is calculated based on the difference between foreground and background probabilities.

Without entering the theoretical aspects, it is recorded here that the PDE (6.1) is solved by using the level set method [7], due to its numerical stability and the possibility for the contour to change its topology.

The process stops when the snakes enclosure all the voxels with greater probability value or until the user finds a suitable solution. The output of the segmentation is a binary volume where 1 represents foreground and 0 background.

The following figure illustrates the overall process taking the tibia as example.
Figure 6.5 – Evolution of a snake from a very rough estimate of the anatomical structure of interest ($I = 0$) to a very close approximation of the structure ($I = 180$).

**Manual Segmentation**

Considering medical images, a fully automatic segmentation procedure does not exist. Manual and semi-automatic procedures must be combined in order to obtain accurate results.

Therefore, after applying the region competition method, manual segmentation was required. User interaction plays an important role on correcting the segmentation errors produced by the semi-automatic segmentation procedure. To improve the accuracy of manual interaction the user must have *a priori* anatomical knowledge of the structure to be modeled.

Manual segmentation alone guarantees a highly accurate result but the time, effort and training involved are impractical for large-population studies. Combining semi-automatic followed with manual segmentation provides a powerful and reliable instrument for 3D image segmentation.
7. SURFACE MESH GENERATION AND ADJUSTMENTS

After the segmentation stage, processing turns from image to mesh data. The modeling pipeline is now designed to generate and improve surface and volume meshes that are suitable for 3D visualization and for FEA.

A 3D mesh [1] is a discrete entity formed by geometrical elements such as nodes, lines, polygons or volumes. It can be interpreted as a 3D model tiled with polygons or polyhedrons over a three dimensional space with geometrical elements (triangles, quadrangles, tetrahedrons or prisms) arranged to intersect along a face, an edge or a node.

A mesh can be classified as structured (regular) or unstructured (irregular). In a structured mesh the inner nodes are attached to the same number of elements. If the interior nodes are attached to a variable number of nodes then a mesh is called unstructured.

An automatic mesh generator creates a 3D model without user intervention, by discretizing an arbitrary geometry which can exhibit concave, convex, or planar surfaces.

Mesh generation is a bottom-up procedure, i.e., points originate lines then the mesh of the lines is used to generate surface meshes and from them volume meshes.

The 3D models created were unstructured triangular surface meshes and unstructured tetrahedral volume meshes (Figure 7.1).

Figure 7.1 – Surface (A) and volume (B) meshes of the patella.
The output of the segmentation stage is a binary volume containing the anatomical structure of interest. To be exact, the anatomical structure is represented as a collection of white voxels surrounded by a dark background (Figure 7.2). In this manner, the structure of interest (the set of white voxels) can be interpreted as a volume mesh formed by parallelepiped elements. Although such mesh is composed by structured elements with regular geometries, it is not adequate for the proposed applications (chapter 1) because it is an excessively refined mesh.

Figure 7.2 – Coronal, axial and sagittal planes of the segmented humerus volume.

In order to obtain the desired meshes from the segmented volume image, the geometry of the structure must be reconstructed by applying geometry modeling techniques such as isosurfacing by the marching cube algorithm, smoothing, decimation and quadric clustering. Each of these techniques will be described next.

Iso-Surfacing

The marching cube algorithm is a technique that creates a triangular surface mesh from a volume scalar field, such as the previously obtained 3D binary image. The voxels of the 3D image are considered as three dimensional points with an associated intensity value. If the voxels of some cube have some intensity values lower and others above a user-specified value, also known as isovalue, then the voxels that form that cube contribute to the isosurface.

Eight neighboring voxels, from two adjacent segmented images, form a virtual parallelepiped, as shown in Figure 7.3. If any of the eight vertices has a different intensity value, then a boundary surface can be traced to separate different vertices (Figure 7.4). Considering a parallelepiped, 256 different intensity configurations are allowed, but due to symmetries and rotations only 15 cases are really distinct (Figure 7.4).
As seen in Figure 7.4, some intensity configurations may lead to topology defects of the surface mesh, such as holes or spikes. Several methods were developed to cope effectively with those ambiguities [2].

The algorithm marches through each and every parallelepiped and establishes a surface boundary composed by triangular elements. By connecting all the triangular facets an isosurface will arise.

Figure 7.3 – Marching cube framework [2].

Figure 7.4 – The 15 possible intensity configurations and surface boundaries for the marching cube algorithm. The green nodes represent foreground voxels and the red triangles the facets [3].
The model created by the marching cube algorithm presents two major features that require a careful approach (Figure 7.5 (A)): (i) a characteristic stair-step shape surface, very jaggy in some cases, which obviously does not correspond to the natural surface curvature; (ii) an excess of nodes and facets that expresses irrelevant information and hampers further computational processes or simulations.

Figure 7.5 – Details of the (A) iso-surface, (B) smoothed, (C) decimated (SDS), and (D) quadric clustered (SQCS) meshes of the ulna.

In order to suppress these undesired features smoothing, decimation, and quadric clustering are some of the techniques commonly used in geometric modeling. Usually, mesh adjustment techniques are not applied individually; instead they are sequentially combined to form a miniature pipeline for mesh quality improvement. According to the application in mind, the bone modeling proposed here took two possible approaches, as listed in Table 7.1.
### Application | Mesh Adjustment Procedure
--- | ---
Structure Visualization | SMOOTH
Volume Mesh Generation | SMOOTH → DECIMATE → SMOOTH (SDS) or SMOOTH → QUADRIC CLUSTERING → SMOOTH (SQCS)

**Table 7.1** – Mesh adjustment procedures according to the application. SDS and SQCS are acronyms for Smooth-Decimate-Smooth and Smooth-Quadric Clustering-Smooth.

#### Smoothing

As shown in Figure 7.5, the surface model is strongly corrupted by jagged and blister-like artifacts. Therefore, the surface requires a low-pass filtering, i.e., smoothing the node’s positions relatively to each other without modifying the mesh topology.

By adjusting the node coordinates the overall mesh appearance and the shape of the triangular elements will be modified. Consequently the mesh geometry will not be preserved but the number of nodes and triangular elements remains equal.

As in image spatial filtering, smoothing is a neighborhood processing operation meaning that the new coordinates of a given node will depend on the position of surrounding nodes. Laplacian smoothing is a very common and effective filter used to rectify the step-like artifacts produced by the reconstruction algorithm, improving the surface mesh appearance.

For a single node \( p_i \) at position \( \vec{x}_i \) the Laplacian smoothing will allocate \( p_i \) to a new position \( \vec{x}_{i+1} \) according to the following equation:

\[
\vec{x}_{i+1} = \vec{x}_i + \lambda \sum_{j=1}^{n} (\vec{x}_j - \vec{x}_i),
\]

where \( \vec{x}_j \) are the positions of the \( n \) neighboring nodes, \( p_j \), connected to \( p_i \), and \( \lambda \) a user-specified parameter that controls the amount of “smoothness” to be performed upon the surface mesh. The greater the value of \( \lambda \) the smoother the mesh will be.

#### Decimation

The smoothed reconstructed surface contains a significant amount of rendering elements that grant a realistic appearance to the model. For 3D visualization purposes a large number of nodes and surface elements are required to achieve high resolutions, especially for complicated curvatures.

Conversely, large data sets easily surpass computational capabilities and as a result this excess of data is superfluous for computer simulations. Several techniques are available to sim-
plify surface meshes by reducing the number of nodes and triangles before simulation computations.

The decimation operation [4] is a mesh simplification technique that reduces the total number of nodes and surface triangles. The reduction process, parameterized by the percentage of nodes to be eliminated, is user-specified. Usually, the reduction percentage is very high, in-between 75-90%. Such reduction can appear to be quite harsh but in practice the resulting mesh is a good approximation to the original geometry, although mesh topology may not be preserved.

The decimation algorithm is an iterative process that performs node removal at each pass. Every node is submitted to three steps in order to classify a node as a candidate or non-candidate for removal: at first, the node’s local vertex geometry and topology are characterized; depending on the type of node characterization a certain decimation criterion is evaluated, if the node satisfies the criterion, the node and all triangles that use the node will be removed creating a hole in the surface mesh; finally, it is necessary to recoat the hole with triangles. Decimation iterates again over all the nodes until the reduction percentage is reached.

Quadric Clustering

As decimation, quadric clustering is used to reduce the number of nodes and triangles of a triangular surface [5]. The resulting mesh is close to the original geometry although the topology is not preserved.

The algorithm starts by partitioning the boundary domain in a user-specified number of uniform rectilinear cells. Within each cell, the nodes of the triangular elements are reduced to only one vertex. Thus, nodes are said to be clustered.

The clustering criterion determines the optimal position of a cell’s new vertex by minimizing the sum of the squared volumes of all the tetrahedral elements formed by the new vertex and each of the surface triangles. The vertex that satisfies this criterion represents the new vertex of the simplified mesh at that cell.

With the new vertex determined the algorithm proceeds to re-triangulate the surface. Essentially, what happens is that all the nodes contained within a cell are replaced by the new vertex, and all the exterior nodes that connect to these interior nodes will establish an edge with the new vertex.

For instance, if a surface triangle has two nodes contained within the cell, these two nodes are replaced by the new vertex and an edge is established between the outer node and the cell’s vertex. If all three nodes of a triangle are contained within the cell, they will be replaced by the cell’s vertex. This way the number of surface triangles is reduced and the final mesh is much simpler than the original mesh.

The following figure presents the appearance of the triangular surface mesh for each of surface generation and adjustment algorithms described.
Figure 7.6 – Amplified portion of the iso-surface, smoothed, decimated (SDS), and quadric clustered (SQCS) surface meshes of the ulna.
8. VOLUME MESH GENERATION

Delaunay Tetrahedralization

Based on the segmented image data, the 3D reconstruction creates a triangular surface mesh that, after a few proper adjustments, represents the boundary of an anatomical structure. With the purpose of performing finite element simulations, volume meshes are generated from the boundary surface mesh. In order to do so, geometric elements are automatically built in the interior of the three dimensional domain, decomposing it into smaller volumes. The construction of these volume finite elements starts from a set of points and is constrained by the surface boundary.

The finite element models created are tetrahedral meshes. Therefore the type of mesh generator used is designated as an automatic mesh generator (AMG) of unstructured tetrahedra. Other types of mesh generators are capable of producing structured and/or hexahedral finite element meshes [1].

Some mesh generators, just as the AMG utilized [2], impose two constraints on the construction of a volume mesh: (i) the mesh of the volume space is entirely constrained by the mesh of its surface boundary, meaning that the triangles that discretize the boundary surface are facets of the outer tetrahedra in the final 3D mesh; (ii) each constructed volume element will respect a characteristic length. The characteristic length is a measure, necessary to establish the size of the finite elements. This parameter is chosen according with the geometric details of the structure.

One of the most common mesh generation algorithms is based on the Delaunay tetrahedralization [1]. This process of volume discretization has its foundation on the empty sphere criterion. Figure 8.1 illustrates the mechanism behind the Delaunay criterion by exemplifying it with triangles. The 2D equivalent of tetrahedralization is called triangulation.

Tetrahedralization is the operation that transforms a set of points (more than 4) into tetrahedrons. So, given a set of nodes, the construction of tetrahedra considers a cluster of four candidate points for the vertices of a Delaunay tetrahedron. A sphere interpolates these four points and if no vertex is contained within the circumsphere, i.e., if the “sphere is empty”, the tetrahedron is a Delaunay. The empty sphere criterion is a necessary and sufficient condition to classify a tetrahedron as a Delaunay tetrahedron.

![Figure 8.1](image)

Figure 8.1 – (A) Set of initial points. (B) Delaunay empty circle (sphere) criterion applied to a set of points. (C) The triangle does not satisfy the Delaunay criterion.
As figure Figure 8.1 exemplifies, the Delaunay criterion is a procedure that connects a cloud of points, but by itself it is not the mesh generation algorithm. Constructing a volume mesh involves more methods and techniques, such as, generating nodes on the surface boundary of the domain, inserting nodes within the volume of the domain, recovering the original surface boundary, and optimizing the mesh quality. In this way, the Delaunay criterion can be considered the kernel of this type of volume mesh generator. Depending on the engineering application, several Delaunay-based algorithms have been developed. They differ from each other on the methods employed for node insertion and boundary recovery.

Besides the Delaunay tetrahedralization method, the utilized AMG comprises an additional algorithm. The Bowyer-Watson algorithm establishes how nodes are inserted. In brief, given a Delaunay tetrahedralization (or triangulation) and a newly inserted node, the Bowyer-Watson algorithm locates the tetrahedron (triangle) that contains the inserted node and searches all tetrahedrons (triangles) whose circumsphere (circumcircle) contains the node and deletes tetrahedra (triangles), creating a hole in the mesh. Finally, new elements are formed from the node and the boundary of the hole by Delaunay tetrahedralization (or triangulation). Figure 8.3 illustrates the Bowyer-Watson algorithm.

The AMG used for the anatomical bone structures has, essentially, five steps (to ease the visual interpretation, each step will be accompanied with a figure of an elementary bi-dimensional example, giving an idea on how the process evolves):

1 – At first, a simple mesh box is made (the red mesh in Figure 8.2) involving all the boundary surface nodes. This box is the initial volume mesh.

2 – The surface nodes, or external nodes, are inserted one at a time and the Bowyer-Watson method discretizes the mesh box at each pass. This way, vertices of the surface triangles are used as an initial cloud of points by the Delaunay tetrahedralization.

Figure 8.2 – Bounding mesh box composed of two larger triangles (red).
Figure 8.3 – Inserting boundary nodes using the Bowyer-Watson algorithm. (A) Initial iteration. (B) Second iteration. (C) Final iteration.

3 – By eliminating the outer finite elements, i.e., the elements that do not belong to the volume domain defined by the structure, the surface boundary is recovered forcing the triangular facets of the surface to be present on the volume mesh.

Figure 8.4 – Boundary recovery by eliminating all the finite elements containing nodes of the initial box.

4 – Internal nodes are then inserted in the volume domain. The nodes introduced are based on a regular or isotropic lattice of tetrahedral form. The outside nodes are ignored.

Figure 8.5 – Lattice based internal node insertion.

5 – With the internal nodes inserted, the Bowyer-Watson algorithm enters again in performance and this time tetrahedralization (triangulation) must respect the established characteristic length. The size of each generated finite element will be less or equal to
the characteristic length, which is evaluated at the center of its circumscribed sphere (circle).

![Final mesh](image)

**Figure 8.6** – Final mesh.

This type of volume mesh generator does not alter the initial surface mesh due to boundary recovery methods (step 3). Thus, the triangular surface elements must have the final desired sizes which imply that the surface mesh must not have gaps, holes or hanging nodes in order to be numerically consistent and well-conditioned. This must be guaranteed before step 1.

Even if the triangular facets of the boundary surface mesh are well-shaped this does not prevent the tetrahedrons from being very ill-conditioned. In some cases elements with a volume very close to zero, called slivers, may appear contributing to a worse mesh quality.

Whenever a newly inserted node (step 4) lies on the circumsphere surface of a tetrahedra the Delaunay kernel may create a geometrical degenerate case which expresses itself as a valid tetrahedralization, but no longer Delaunay, or an invalid tetrahedralization. Overlapping elements or elimination of existing vertices are possible situations when invalid tetrahedralization occurs. The reason why degenerated cases may appear is due to truncation errors that take place when calculations are performed. These errors can mislead the Delaunay criterion creating the degenerated cases. To surpass this problem, a slight numerical perturbation is introduced on the coordinates of the problematic points, relaxing the constraint of the Delaunay mesh.

The two aforementioned problems are intrinsically related to the implementation of the Delaunay kernel.

### Mesh Quality and Volume Visualization

The generation of a tetrahedral mesh is constrained by the geometry of the volume domain, together with certain constraints for size and shape of the mesh elements, such as the characteristic length. To evaluate how suitable a volume mesh is for solving partial differential equations by finite element methods it is necessary to measure the quality of the mesh elements [3]. By associating a quality measure that depends on the geometric parameters of the finite element one can establish the ideal element and identify degenerate cases.

For the element type considered here, a regular geometry (all facets are equilateral) could correspond to the ideal tetrahedron shape. On the other hand, a sliver is the opposite of the perfect element geometry; hence, such degenerated element is not desired.

A quality measure outputs a value that expresses how regular a finite element is. For tetrahedral meshes, the quality measure considered here is quite simple but intuitive:
\[ \rho = \frac{\min\{\text{edge\_length}\}}{\max\{\text{edge\_length}\}} \]  

\(\rho\) provides a good measure of the regularity of a tetrahedron. For instance, if the edges are all equal, then \(\rho = 1\), and that corresponds to a regular tetrahedron. If \(\rho \approx 0\), then at least one of the edges is very short comparatively to all others. Such a low value can only match a sliver-like element.

The overall mesh quality can be visualized by plotting the number of elements versus the quality measure. This graph is therefore the quality histogram and it allows a clear measure towards mesh quality.

A less quantitative approach to mesh quality relies on volume visualization. This can be done by selecting only the elements whose quality measure is above or below a certain threshold or by clipping planes (Figure 9.12, B&C).

Clipping planes are used to visualize the interior of a complex structure exposing the inner volume elements. A set of cross sections or planes are created to select a region of interest. Each clipping plane is defined by four coefficients \(A\), \(B\), \(C\), and \(D\) of the explicit plane equation \(A x + B y + C z + D = 0\).
9. BONE MODELING PIPELINE FOR THE UPPER AND LOWER LIMBS

This chapter is written having in mind anyone wishing to use the present pipeline. Therefore, the objective of this chapter is to describe hardware and software specifications, putting together all the procedures that compose the pipeline as well as all the required parameter values. The parameter values given here are those specified for the 3D images studied in the present work.

Image Acquisition

Two volume images of the body extremities (left upper extremity and lower right extremity) were acquired from two different subjects.

The image acquisition was performed in accordance with clinical standards. Each scan was taken in just a few seconds, which is advantageous because fast scans improve image quality by decreasing the possibility of patient motion. The scanning mode was helical.

The image acquisition hardware was the high-speed, multi-slice CT scanner Mx8000 from Philips®. This system has one of the most advanced algorithms available today for image reconstruction: the cone beam reconstruction algorithm. More technical details concerning this equipment can be found in the site of Philips Medical Systems [1].

Some of the acquisition parameters are grouped in the following table.

<table>
<thead>
<tr>
<th>UPPER EXTREMITY</th>
<th>LOWER EXTREMITY</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>ACQUISITION PARAMETERS</strong></td>
<td><strong>ACQUISITION PARAMETERS</strong></td>
</tr>
<tr>
<td>Modality: 'CT'</td>
<td>Modality: 'CT'</td>
</tr>
<tr>
<td>Manufacturer: 'Philips'</td>
<td>Manufacturer: 'Philips'</td>
</tr>
<tr>
<td>ManufacturerModelName: 'Mx8000'</td>
<td>ManufacturerModelName: 'Mx8000'</td>
</tr>
<tr>
<td>KVP: 90</td>
<td>KVP: 90</td>
</tr>
<tr>
<td>XrayTubeCurrent: 233</td>
<td>XrayTubeCurrent: 245</td>
</tr>
<tr>
<td>Exposure: 99</td>
<td>Exposure: 70</td>
</tr>
<tr>
<td>ScanOptions: 'HELIX'</td>
<td>ScanOptions: 'HELIX'</td>
</tr>
<tr>
<td>SpacingBetweenSlices: 1.3000</td>
<td>SpacingBetweenSlices: 1.3000</td>
</tr>
<tr>
<td>XVoxelSpacing: 0.666016</td>
<td>XVoxelSpacing: 0.666016</td>
</tr>
<tr>
<td>YVoxelSpacing: 0.666016</td>
<td>YVoxelSpacing: 0.666016</td>
</tr>
<tr>
<td>Width: 512</td>
<td>Width: 512</td>
</tr>
<tr>
<td>Height: 512</td>
<td>Height: 512</td>
</tr>
</tbody>
</table>

Table 9.1. – CT acquisition and image parameters of each volume data (information extracted from the DICOM metafile).
3D Image Parameters

The input data of the pipeline is a set of DICOM image files that is ordered according to the longitudinal axis (or by the acquisition time). Table 9.2 lists the parameters of the volume images.

<table>
<thead>
<tr>
<th>UPPER EXTREMITY</th>
<th>LOWER EXTREMITY</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>3D IMAGE PARAMETERS</strong></td>
<td><strong>3D IMAGE PARAMETERS</strong></td>
</tr>
<tr>
<td>BitDepth: 12</td>
<td>BitDepth: 12</td>
</tr>
<tr>
<td>ColorType: 'grayscale'</td>
<td>ColorType: 'grayscale'</td>
</tr>
<tr>
<td>SliceThickness: 1.3000</td>
<td>SliceThickness: 1.3000</td>
</tr>
<tr>
<td>SamplesPerPixel: 1</td>
<td>SamplesPerPixel: 1</td>
</tr>
<tr>
<td>Rows: 512</td>
<td>Rows: 512</td>
</tr>
<tr>
<td>Columns: 512</td>
<td>Columns: 512</td>
</tr>
<tr>
<td>NumberOfSlices: 567</td>
<td>NumberOfSlices: 896</td>
</tr>
<tr>
<td>VolumeMemoryUsage: 294 MB</td>
<td>VolumeMemoryUsage: 456 MB</td>
</tr>
</tbody>
</table>

Table 9.2 – 3D image parameters of each data set (information extracted from the DICOM metafile, except for the number of slices and memory usage).

Computer Requirements

Dealing with large data sets involves lots of computer memory and fast calculations capacities. For visualizing such data, the graphic cards must have a great performance to ensure an efficient interface with the user. Geometric modeling therefore requires large memory space, both RAM and ROM, GHz CPUs and advanced graphical cards.

The workstation for data processing and visualization was composed by three computers:

- PC computer with Windows XP (Service Pack 2) as operating system, Intel® Pentium® Dual-Core processors of 2.80 GHz and 2GB RAM. The graphical card: NVIDIA GeForce 7800 GTX with 256 MB of memory.
- PC computer with Suse Linux 9.1 as operating system, Dual Opteron 200 of 64 bits processor and 4 GB RAM. The graphical card: NVIDIA Quadro with 256 MB of memory.
- Apple PowerMac G4 with Mac OS X 10.4.5 as operating system, PowerPC G5 1.8GHz and 1 GB de RAM. The graphical card: ATI Radeon 9600 graphics chip with 128 MB of VRAM.
Software Specifications

Various software applications were used to model the anatomical structures. Most of the software is freeware and open source, entirely licensed for academic research and education. The commercial software is common in the academic community.

Several modeling and visualization applications are available in the internet. 3D Slicer, 3D Doctor (free demo) and OsiriX are three examples of highly functional and versatile medical image applications that are used in clinical practice (although 3D Slicer is not approved by the Food and Drug Administration).

Table 9.3 and Table 9.4 summarize the main features of the software used [2-7].

Software Pipeline

To understand how the modeling was done it is necessary to track each step of the pipeline and to know which software to use. Figure 9.1 presents the software pipeline together with the input/output file types. This figure is undoubtedly an important diagram as it gives a foretaste of the mechanism behind geometric modeling.

Each software has a role in the pipeline. MATLAB® performs spatial filtering, surface generation and file conversion. ITK-SnAP is responsible for image segmentation. Blender, although being an advanced modeling software, is only used for file conversion. Surface adjustments and surface model visualization are assured by ParaView. Gmsh automatically generates the volume mesh and ABAQUS® is a powerful finite element solver.

The file types highlighted in Figure 9.1 correspond to medical images (*.dcm, *.hdr, *.img), 3D models (*.obj, *.stl, *.ply) and native files (*.inp, *.msh). Except for the ABAQUS® input file (*.inp) and the GMS input file (*.msh), the rest of the files are common standards and usable in other software.

![Diagram of the software pipeline. The white boxes present the software name and the blue boxes contain the data file extension.](image-url)
<table>
<thead>
<tr>
<th>Name</th>
<th>MATLAB</th>
<th>ITK-SNAP</th>
<th>ParaView</th>
<th>GMSH</th>
<th>ABAQUS</th>
<th>Blender</th>
</tr>
</thead>
<tbody>
<tr>
<td>Version</td>
<td>7.0.4</td>
<td>1.40</td>
<td>2.4, release 2.45</td>
<td>1.65</td>
<td>6.4</td>
<td>2.41</td>
</tr>
<tr>
<td>Author</td>
<td>Mathworks</td>
<td>Cognitec Cooperation (under a contract from the National Library of Medicine)</td>
<td>Kitware</td>
<td>Christophe Geuzaine and Jean-François Remacle</td>
<td>ABAQUS Inc.</td>
<td>3DKitting Blender Foundation</td>
</tr>
<tr>
<td>License</td>
<td>Commercial</td>
<td>Freeware Open source</td>
<td>Freeware Open source</td>
<td>Freeware Open source</td>
<td>Commercial</td>
<td>Freeware Open source</td>
</tr>
<tr>
<td>Platform</td>
<td>Windows/Linux/Macintosh</td>
<td>Windows/Linux/Macintosh</td>
<td>Windows/Linux/Macintosh</td>
<td>Windows/Linux/Macintosh</td>
<td>Windows/Linux/Macintosh/FreeBSD/Solaris</td>
<td>Windows/Linux/Macintosh/FreeBSD/Solaris</td>
</tr>
<tr>
<td>Language</td>
<td>-</td>
<td>ITK, VTK, FLTK, and several interpreted interface layers including Tcl/TK, Java, and Python</td>
<td>-</td>
<td>-</td>
<td>C, C++ and Python</td>
<td></td>
</tr>
<tr>
<td>Interface</td>
<td>GUI / CLI</td>
<td>GUI</td>
<td>GUI</td>
<td>GUI / CLI</td>
<td>GUI / CLI</td>
<td>GUI</td>
</tr>
</tbody>
</table>

Table 9.3 – Software of the geometric modeling pipeline. (The acronyms GUI and CLI are, respectively, for graphical user interface and command line interface.)
### Table 9.4 – Other software also used for geometric modeling and data visualization.

<table>
<thead>
<tr>
<th>Name</th>
<th>Synopsis</th>
<th>Author</th>
<th>License</th>
<th>Platform</th>
<th>Language</th>
<th>Interface</th>
<th>URL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Able Software Corp.</td>
<td>Software for 3D modeling, image processing and measurement for MRI, CT, PET, microscopy, scientific, and industrial imaging applications.</td>
<td>MIT Artificial Intelligence Lab and the Surgical Planning Lab at Brigham &amp; Women's Hospital</td>
<td>Open source</td>
<td>Windows/Linux/Solaris</td>
<td>3D Basic, C++, Tcl, VTK, Pajunen, DICOM/OFFA, ExtendMED, OpenGL, V-Grid, Cocos</td>
<td>GUI/CLI</td>
<td><a href="http://www.ableware.com/3d-doctor/">http://www.ableware.com/3d-doctor/</a></td>
</tr>
</tbody>
</table>

*The Image Processing Toolbox of MATLAB has a function called `imtool`.*

### Image Analysis and Image Navigation

Image analysis consisted on visualizing the image histogram, amplifying image regions by zooming in and out, analyzing the pixel value distribution and performing simple contrast adjustments. The Image Processing Toolbox of MATLAB has a function called `imtool` that allows this type of data analysis (Figure 9.2).

Navigating through the volume data and visualizing simultaneously the three main reformatted planes is very useful, specially to start drafting the image enhancement and restoration pipeline. ITK-SnAP is the most suitable software for this task (Figure 9.3).
Figure 9.2 – Analyzing an image with the `imtool(.)` function.

Figure 9.3 – Image navigation and volume histogram with ITK-SnAP.
Image Enhancement and Restoration

The anatomical structures modeled were the humerus, radius, and ulna, of the left upper extremity, and the femur, patella, tibia, and fibula, of the lower right extremity. To model each of these structures, the volume set was divided in sub-volumes. This division was necessary due to memory limitations and because different filtering approaches were applied. For instance, the humerus and femur were furthermore divided in two sub-volumes: the shoulder and pelvic articulations presented streak-like artifacts along the axial plane and adaptive filters (Wiener and median) were applied to minimize the artifact effect. All the other sub-volumes were subjected to anisotropic diffusion filtering.

Table 9.5 systematizes the filtering pipeline and the corresponding parameters for each sub-volume.

<table>
<thead>
<tr>
<th>Sub-Volume</th>
<th>Filter Pipeline</th>
<th>Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Humerus</td>
<td>ANISO→GAUSSIAN→WIENER</td>
<td>Aniso N = 10 κ = 40 λ = 0.25</td>
</tr>
<tr>
<td></td>
<td>ANISO</td>
<td>Gauss Size = 5x5 σ = 2 -</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Wiener Size = 7x7 - -</td>
</tr>
<tr>
<td>Radius &amp; Ulna</td>
<td>ANISO</td>
<td>Aniso N = 10 κ = 40 λ = 0.25</td>
</tr>
<tr>
<td>Femur</td>
<td>ANISO→GAUSSIAN→MEDIAN</td>
<td>Aniso N = 10 κ = 40 λ = 0.25</td>
</tr>
<tr>
<td></td>
<td>ANISO</td>
<td>Gauss Size = 5x5 σ = 2 -</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Median Size = 7x7 - -</td>
</tr>
<tr>
<td>Patella</td>
<td>ANISO</td>
<td>Aniso N = 10 κ = 40 λ = 0.25</td>
</tr>
<tr>
<td>Tibia &amp; Fibula</td>
<td>ANISO</td>
<td>Aniso N = 10 κ = 40 λ = 0.25</td>
</tr>
</tbody>
</table>

Table 9.5 – Filtering pipelines and parameters of each sub-volume.

N – number of iterations; κ – conduction coefficient; λ – diffusion speed; σ – Gaussian standard deviation; Size – mask dimension.

The MATLAB functions used were `imfilter(.)`, `medfilt2(.)`, and `wiener2(.)`. The `anisodiff(.)` function was written by Peter Kovesi and can be downloaded at [9].

The filtering was performed for each sagittal plane of the volume. Taking the humerus sub-volume as an example, a sagittal plane is selected and then `anisodiff(.)` is applied; then the resulting image is filtered by a Gaussian followed by a Wiener filter. This final image is then saved. The iteration continues to the next sagittal plane.

Filtering along the sagittal plane provides better results when compared to filtering along the axial plane. Comparing the results of these two filtering strategies with the original image demonstrates the preference for sagittal filtering (Figure 9.4).
Contrast Adjustment and Image Segmentation

Each sub-volume is submitted to ITK-SnAP for 3D image segmentation. The first step is to enhance the bone tissue by adjusting the contrast with a piece-wise function. This way the intensity transition between bone and soft tissue is greatly improved (Figure 9.5). Then a region of interest (ROI) is selected, which can be considered as a primary segmentation procedure. The ROI is a parallelepiped that contains the bone structure (Figure 9.7). According to the method implemented in ITK-SnAP [10], the intensity region filter is required to create the probability map of bone voxels. The greater the value (the more whiter the voxel) the greater the probability of being a bone voxel is (Figure 9.6).

The active contours, or 3D snakes, are initialized by placing several “bubbles” (spherical boundaries) throughout the bone structure (Figure 9.9). ITK-SnAP allows the snake parameters to be specified in an intuitive mode, a mathematical mode or an advanced mode. By choosing the intuitive mode, it is only required to set the balloon and curvature forces. The balloon force is responsible for the contraction or expansion of the snake and is proportional to the intensity probability map. The curvature force affects the smoothness of the 3D snake.

The segmentation procedure then iterates. In each iteration, the 3D snakes expand and adjust to the bone tissue according to the image characteristics until convergence or until the user finds a reasonable solution (Figure 9.9). Manual segmentation is required to correct the segmentation faults. Figure 9.8 illustrates a manual procedure. The segmentation output is a binary volume where 1 represents the bone tissue and 0 the background. Table 9.6 groups the contrast and threshold parameters and Table 9.7 presents the snake parameters for each bone structure.
Figure 9.5– Contrast adjustment of the humerus sub-volume. The piece-wise linear function is juxtaposed with the histogram. The contrast adjustment parameters (CT number level and window) are presented in the amplified histogram.

Figure 9.6– Intensity region filter or global threshold of the humerus sub-volume. The graph on the left represents the thresholding function.
Figure 9.7– Selecting the region of interest of the humerus sub-volume after enhancing image contrast. The ROI is represented as the red dashed box surrounding the humerus.

Figure 9.8– Over-segmentation is corrected manually with a polyline curve (green).
Figure 9.9 – Iterations of the active contour method (iterations = 0, 30, 60, 90, 120, 290).

Table 9.6 – Contrast and threshold parameters.

<table>
<thead>
<tr>
<th>Bone Structure</th>
<th>Contrast Adjustment</th>
<th>Intensity Region Filter</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Level</td>
<td>Window</td>
</tr>
<tr>
<td>Humerus</td>
<td>166</td>
<td>528</td>
</tr>
<tr>
<td>Radius</td>
<td>113</td>
<td>763</td>
</tr>
<tr>
<td>Ulna</td>
<td>113</td>
<td>763</td>
</tr>
<tr>
<td>Femur</td>
<td>62</td>
<td>972</td>
</tr>
<tr>
<td>Patella</td>
<td>109</td>
<td>193</td>
</tr>
<tr>
<td>Tibia</td>
<td>108</td>
<td>297</td>
</tr>
<tr>
<td>Fibula</td>
<td>118</td>
<td>316</td>
</tr>
</tbody>
</table>

Level – lower level of the histogram stretching; Window – size of the interval between the lower and upper levels; Smoothness – steepness of the threshold function.
<table>
<thead>
<tr>
<th>Bone Structure</th>
<th>Humerus</th>
<th>Radius</th>
<th>Ulna</th>
<th>Femur</th>
<th>Patella</th>
<th>Tibia</th>
<th>Fibula</th>
</tr>
</thead>
<tbody>
<tr>
<td>Advection Speed Exponent</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Advection Weight</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Advection Weight</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Clamp</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Curvature Speed Exponent</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
</tr>
<tr>
<td>Curvature Weight</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
</tr>
<tr>
<td>Ground</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>Laplacian Speed Exponent</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Laplacian Weight</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Propagation Weight</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>3</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Snake Type</td>
<td>Region Competition</td>
<td>Region Competition</td>
<td>Region Competition</td>
<td>Region Competition</td>
<td>Region Competition</td>
<td>Region Competition</td>
<td>Region Competition</td>
</tr>
<tr>
<td>Solver Algorithm</td>
<td>Parallel Sparse Field</td>
<td>Parallel Sparse Field</td>
<td>Parallel Sparse Field</td>
<td>Parallel Sparse Field</td>
<td>Parallel Sparse Field</td>
<td>Parallel Sparse Field</td>
<td>Parallel Sparse Field</td>
</tr>
<tr>
<td>TimeStepFactor</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 9.7– Advanced snake parameters [3,10].
Surface Generation and Adjustments

The segmentation volume files must be converted to a MATLAB file type in order to perform the following operations. Jimmy Shen developed a set of tools to read and load Analyze files (*.hdr and *.img) and are available at the open exchange MATLAB Central [11].

The segmentation process selected only what is bone tissue and therefore bone tissue marrow is not segmented. This introduces a hole within the segmented volume. To fill in the bone marrow void, the MATLAB function `imfill(.)` is used. `imfill(.)` is a morphological operator used to reconstruct binary images and is applied to each axial slice of the binary volume (Figure 9.10).

MATLAB performs the surface mesh generation with the `isosurface(.)` command. The output is a native variable that is converted to a *.obj mesh file with the tools developed by Anders Sandberg, at the Royal Institute of Technology in Stockholm [12].

To enter the ParaView environment, the surface mesh must be converted from *.obj to *.stl with the Blender application.

In ParaView, the surface meshes are adjusted with the smooth, decimate, and quadric clustering operations. Figure 9.11 shows the effect of the operations listed in Table 7.1 applied to the tibia.

The surface mesh that results from the first smoothing operation is suitable for 3D visualization. After the smoothing the result of decimation or quadric clustering, the surface mesh can be inputted to a volume mesh generator.

![Figure 9.10 – Application of morphological operations to fill in the holes in the cross section images of the humerus.](image-url)
Figure 9.11 – Two types of surface adjustments performed upon the tibia.
The adjustment and simplification parameters are listed in Table 9.6 and Table 9.7. The computational implementation of the algorithms described in Chapter 7 involves other parameters. It is advisable to consult the ParaView user manual [13] and the ParaView mailing list for more details [5].

The results of mesh simplification are grouped in Table 9.8. Quadric clustering proves to be more efficient than decimation.

<table>
<thead>
<tr>
<th>Bone Structure</th>
<th>Smooth</th>
<th>Decimate</th>
<th>Smooth</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Num. Iterations</td>
<td>Convergence</td>
<td>Reduction Target</td>
</tr>
<tr>
<td>Humerus</td>
<td>500</td>
<td>0</td>
<td>0.75</td>
</tr>
<tr>
<td>Radius</td>
<td>500</td>
<td>0</td>
<td>0.75</td>
</tr>
<tr>
<td>Ulna</td>
<td>500</td>
<td>0</td>
<td>0.90</td>
</tr>
<tr>
<td>Patella</td>
<td>500</td>
<td>0</td>
<td>0.75</td>
</tr>
<tr>
<td>Tibia</td>
<td>500</td>
<td>0</td>
<td>0.75</td>
</tr>
</tbody>
</table>

Table 9.6 – Parameters of the Smooth → Decimate → Smooth pipeline.

<table>
<thead>
<tr>
<th>Bone Structure</th>
<th>Smooth</th>
<th>Quadric Clustering</th>
<th>Smooth</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Num. Iterations</td>
<td>Convergence</td>
<td>Divisions</td>
</tr>
<tr>
<td>Humerus</td>
<td>500</td>
<td>0</td>
<td>250</td>
</tr>
<tr>
<td>Radius</td>
<td>500</td>
<td>0</td>
<td>250</td>
</tr>
<tr>
<td>Ulna</td>
<td>500</td>
<td>0</td>
<td>50</td>
</tr>
<tr>
<td>Patella</td>
<td>500</td>
<td>0</td>
<td>250</td>
</tr>
<tr>
<td>Tibia</td>
<td>500</td>
<td>0</td>
<td>250</td>
</tr>
<tr>
<td>Fibula</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 9.7 – Parameters of the Smooth → Quadric Clustering → Smooth pipeline.

<table>
<thead>
<tr>
<th>Bone Structure</th>
<th>Isosurface</th>
<th>Decimate</th>
<th>Quadric Clustering</th>
</tr>
</thead>
<tbody>
<tr>
<td>Humerus</td>
<td>172848</td>
<td>86420</td>
<td>3.804</td>
</tr>
<tr>
<td>Radius</td>
<td>70816</td>
<td>35408</td>
<td>1.559</td>
</tr>
<tr>
<td>Ulna</td>
<td>77872</td>
<td>38937</td>
<td>1.714</td>
</tr>
<tr>
<td>Patella</td>
<td>13202</td>
<td>6603</td>
<td>0.292</td>
</tr>
<tr>
<td>Tibia</td>
<td>132854</td>
<td>66428</td>
<td>2.924</td>
</tr>
<tr>
<td>Fibula</td>
<td>49692</td>
<td>24848</td>
<td>1.095</td>
</tr>
</tbody>
</table>

Table 9.8 – Quantitative comparison of the mesh simplification with the isosurface, regarding number of elements, nodes and memory usage.
Volume Generation and Mesh Quality

Blender is once more applied for file conversion. A *.ply surface mesh is outputted from ParaView, and Blender converts it to a *.stl file, suitable for GMSH.

In GMSH it is necessary to define first the geometry, which is done by loading the surface mesh. After selecting the type of 3D mesh generator and other specific parameters like characteristic length factor and the random perturbation factor, volume elements will be generated filling in the domain delimited by the surface boundary. **Figure 9.12** shows the volume mesh of the patella by using clipping planes.

**Figure 9.12** – Volume mesh of the patella. (A) Surface boundary; (B & C) Volume mesh clipped with the plane of equation $x - 10y = 0$.

**Figure 9.13** – Quality measure $\rho$ of the patella.
The mesh quality can be analyzed by plotting the quality measure versus the number of elements with that measure. **Figure 9.13** shows the plot of the quality measure $\rho$.

**Computational Simulation**

The GMSH software package contains functions that convert the data contained in a *.msh file into a MATLAB® variable. This file contains the nodal coordinates and the node list of each finite element.

To load the volume mesh into ABAQUS® a script was written in MATLAB® that creates a *.inp file. This ABAQUS® file contains the commands for the finite element solver to perform a hypothetical static analysis. The analysis has no physical relevance and was done only to test the pipeline. The following figure shows the results of the Von Mises stress distribution in the ABAQUS® environment.

![Figure 9.14 – Example of a final result of the software pipeline.](image)

**Time and Modeling**

The total time required to complete the pipeline, from medical images to a numerically consistent volume mesh is of the order of a few hours. Modeling time depends on the quantity of data to be processed. The patella is obviously less time consuming than the humerus. Since the structures to be modeled are mostly long bones this implies large amounts of data and a few hours to process all different types of intermediate data.

Images with a higher SNR, or noise free, and more automation of the digital image processing stage, namely the segmentation module, would drastically reduce the total processing time.
10. 3D MODEL VS. REAL BONE PICTORIAL COMPARISON

The accuracy of the model will be evaluated by comparing the virtual 3D models with photographs of dead bones. This analysis is entirely qualitative and prone to subjective interpretation. Figure 10.1 and Figure 10.2 present osteologic details of the humerus and tibia models. The models were obtained with the SMOOTH and SMOOTH → QUADRIC CLUSTERING → SMOOTH strategies.

Figure 10.1 – Pictorial comparison of the humerus epiphysis.
Figure 10.2 – Pictorial comparison of the tibia epiphysis.

The qualitative evaluation made possible by the comparisons above is believed to be extremely positive. A detailed evaluation of the complete models by experimented anatomists or orthopedists will be sought in the near future.
11. DISCUSSION

The geometric modeling of human structures, i.e., the production of an accurate 3D model from a 3D medical data set, can be solved by taking several approaches. Each approach has different DIP or AMG methods and techniques which characterize the production pipeline [1-3]. Robustness, accuracy, efficiency and effectiveness are the main characteristics that describe a pipeline and directly influence the solution’s features. However, different pipelines provide different solutions. Despite possible dissimilarities, all solutions are approximations of the anatomical structure to be modeled. [4,5]

Therefore, the proposed pipeline is one among many different possible approaches to solve the problem of CT bone modeling. It may not be the most robust and efficient approach but the results are truthful and quite accurate (see Figure 10.1 and Figure 10.2). The eminences and depressions of the bones are well defined and the resemblances are evident, even for the surface meshes intended for computational simulations.

Errors can occur at any stage of the pipeline, from image acquisition to volume mesh generation, degrading the fidelity of the meshes, and limiting the applicability at which they were aimed. Due to the sequential nature of the pipeline, this chapter will be divided into sections that correspond to the different stages of the pipeline. This chapter will end with some considerations on software.

Image Acquisition

Image acquisition was carried out with regular clinical standards. However, for modeling purposes, the only requirements made to the technical staff was that the images should have high resolution (preferably isotropic voxels) and optimum contrast. As a result of the high resolution request, the obtained data volumes had a large number of thin slices and the voxel dimensions, although not isotropic, were minute.

The bone/soft tissue contrast was high but the images displayed many grain-like artifacts. Because the X-ray beam was tightly collimated, the number of photons concentrated on the area of interest was reduced. By decreasing the number of photons that reach the detectors, the signal projections were noisy, due to fewer counts. To surpass this problem, the intensity of the X-ray beam should have been increased. This alternative involves higher radiation dose toward the subjects, therefore it was not carried out. By summing contiguous slices this type of noise can be attenuated, but resolution along the longitudinal axis becomes coarser. So, since the very beginning of the pipeline there is a compromise between image resolution and image quality.

Note that image resolution is the determinant factor of the accuracy of the reconstructed surface.

Image Enhancement and Restoration

The proposed combination of filters has proven that filtering in the sagittal plane is more effective than in the axial plane (Figure 9.4). The initial analysis of the data volume, as de-
scribed in chapter 9 (Figure 9.2 and Figure 9.3), was determinant for the filtering procedure to be sagittal. By observing the axial, sagittal and coronal planes, a major difference was noticeable: the artifacts had different structures in each reformatted plane. For instance, in the axial plane the artifacts are predominantly streak-like, while in the sagittal and coronal planes the artifacts have a speck-like structure. Between these two planes, the sagittal plane exhibits less blotchy artifacts than those within the coronal plane. Note that, when filtering in the sagittal plane, the mask is spatially anisotropic, while, in the axial plane, the mask is isotropic.

In order to achieve the proposed combination of filters, various filter arrangements and associated parameter tunings have been made. This reveals that image filtering is an experimental procedure of trial and error, which is extremely necessary for knowing how a filter operates and to gain the numerical sensibility required for parameter tuning.

Basically, the reason why all the sub-volumes were filtered with anisotropic diffusion was its powerful capability for attenuating the majority of the noise, and to restore the homogeneity to tissue regions. Since the anisotropic diffusion smoothes the interior of the regions and preserves edges, this filter is not suitable to eliminate speck-like artifacts, which are dominant in the girdle regions. In contrast, the median and Wiener filters seem to be tailor-made for this type of artifact. The usability of the Gaussian filter is restricted to smoothen the image, which is useful for attenuating the noise that still persists after the anisotropic diffusion.

The only region to which the present filtering pipeline was not applicable was the pelvic girdle. There, due to photon starvation, the streak artifacts are present in a large amount and have a destructive influence. Figure 11.1 shows how the artifacts can vanish away the thin cortical coating of the femur head. With this type of image information it is extremely difficult to restore the original characteristics. Studies developed by Kalender et al. [6,7] demonstrate that by filtering in the projection domain with multidimensional adaptive filters the streak artifacts can be remarkably removed. Such filter, together with the projection data, would have deeply improved the image quality for both pelvic and shoulder girdles.

![Figure 11.1 - Axial image of the pelvic girdle demonstrating how destructive streak-like artifacts can be.](image-url)
Figure 11.2 – The result of the multidimensional adaptive filter upon a shoulder girdle that is corrupted with streak-like artifacts. (A) – Axial and coronal view before filtering. (B) – Axial and coronal view after filtering. [7].

Image Segmentation

Even after filtering the images, the most prominent noise and artifacts, such as partial volume effect and streaks at the girdle regions, still persist. Thus, tissue boundaries can be ambiguous, which will induce the segmentation procedure to determine voxels that are outside the bone region (Figure 11.3). The opposite can also occur, as several bony regions may not even be classified (Figure 11.4). The former situation is called over-segmentation and the latter sub-segmentation. The main reasons for sub-segmentation to occur are low image contrast and the physical properties of the 3D snake.

Figure 11.3 – Example of over-segmentation (where the humerus and ulna connect at the elbow articulation). (A) – Manual segmentation. (B) – Segmentation fault corrected.
Figure 11.4 – Example of sub-segmentation (femur lower extremity). (A) – Manual segmentation. (B) – Segmentation fault corrected.

Segmentation faults such as those illustrated above were corrected manually. This can be time consuming but it is an accurate method to properly segment the bone tissue. The regions that require more user interaction are the epiphyses. At these regions the cortical bone is very thin and therefore it does not correspond to a highly contrasted intensity transition in the CT image, as it happens with the bone at the shaft.

Surface Generation and Adjustments

The stage of surface mesh adjustment induces the most important errors of the pipeline: smoothing and mesh simplification by decimation or quadric clustering.

Although the smoothing operation conserves the structure’s volume and topology, the geometry is altered. Since the surface mesh generator inserts a node at half a voxel size, the error incurred by filtering the node geometry is of the order of a voxel. It may not seem much but, in association with an inappropriate $\lambda$ (Equation 7.1) the surface mesh may cease to be representative due to excessive low-pass filtering.

Mesh simplification, which is extremely required for further computational simulations, may even have a harsher effect than smoothing, if done inappropriately. As the name implies, simplifying a mesh consists on eliminating nodes and elements. So, if data is deleted, then the resolution of the surface curvature will be at risk. Between the two operators, quadric clustering and decimation, the former is more effective than the latter, both in memory space and in mesh quality. By comparing two surfaces of the same anatomical structure the difference becomes evident (Figure 11.5).

In order to obtain a model that represents the anatomy there must be a compromise between quality and resolution. To improve the mesh quality it is necessary to smooth the initial jagged surface. The resulting mesh can be used for medical visualization. Computational simulation usually demands a coarser mesh than the one used for visualization. Simplifying a
mesh carries loss of resolution. A final smoothing eases the mesh artifacts generated by node elimination.

![Figure 11.5](image.png)

**Figure 11.5** – Surface meshes obtained with (A) decimation and (B) quadric clustering. The corresponding memory usage is also indicated.

The pipeline could enhance its efficiency if a generalized triangular surface mesh optimizer were incorporated. With such optimizer the quality of the surface mesh would improve while maintaining its essential characteristics. The optimization is achieved by repositioning the mesh nodes according to local parametric spaces of the mesh facets without distorting the discrete surface too much, thus, improving the mesh quality [8,9].

The surface mesh quality established after the smoothing operation is determinate for further computer simulations, since the volume mesh generator preserves the surface boundary. No holes or degenerated surface elements must appear in the surface mesh, otherwise the volume mesh generator will not proceed with any operation due to input errors.

**Volume Generation and Mesh Quality**

As the volume mesh generator conserves the boundary surface mesh, the only concern regarding the volume mesh pipeline is the resulting mesh quality. For the example presented (Figure 9.13), the graph of the quality measure has a bell-like form indicating that there is a great number of elements that share a common form and very few sliver elements. This element diversity can be justified by the complexity of the anatomical surface. For example higher curvatures must be filled with smaller elements and therefore the mesh is more refined in these regions.
Software Considerations

The software arrangement is much decentralized. Each step of the pipeline requires different software. Even converting a file format to another implies using specific software. Integrating all these tools in an unique software would be more efficient but it is indeed a very demanding task.

The major difficulties in constructing a software pipeline are, firstly, discovering what type of software is available and, secondly, learning how to manage the software. This can take weeks searching Google and some software have steep learning curves or are badly documented, which consumes even more time.

Besides the software listed in Table 9.3 other software were learned and managed, such as OsiriX for Macintosh [10], the free demo of 3D Doctor [11] and the (widely used in the academic community) 3D Slicer [12]. All of them provide excellent data visualization capabilities, as well as image and mesh processing capabilities that are used in clinical practice [13].

One of the greatest accomplishments of the proposed pipeline is that the software used is mostly freeware and open source. Besides MATLAB and ABAQUS, that are common in the academic community, all the other software is entirely free.

Besides the aforementioned signal and processing errors, technical faults can also occur and they seem to strictly follow Murphy’s laws. With the advantage of being at no cost, non-commercial software usually is full of bugs and errors that need to be corrected. Several times ITK-SnAP, ParaView, and GMSH presented fatal errors. As a result, all the work being done at the time of each software crash was deleted and impossible to recover.

For example, ParaView occasionally presents graphical breakdowns, that is, the software loads the data, processes the data but the data cannot be visualized. GMSH sometimes does not respond to certain commands such as performing the volume mesh generation or clipping the volume mesh.

But technical faults are not a unique characteristic of non-commercial software. Importing the volume mesh to a finite element solver, such as ABAQUS, is the final step of the modeling pipeline. To perform a simple computational simulation, such as a static analysis with only one load applied and all nodes constrained, the ABAQUS input file reunites all the information and commands needed: mesh geometry (nodes and elements) element types, material properties, static loads and boundary conditions. For some unknown reason (Very large input file? Too low graphical memory? Unknown software bug?), the ABAQUS software seems not to display all the element meshes and associated values. Only a subset of the mesh is shown in the graphical interface, both with ABAQUS CAE or ABAQUS Viewer.
12. CONCLUSIONS

The presented software pipeline combines various image and mesh processing techniques, and is capable of transforming a stack of CT medical images into representative 3D models of human anatomical structures. The pipeline was designed to model the geometries of bone structures belonging to the body extremities.

The models obtained are accurate and suitable for medical visualization and computer simulations. These models have a wide span of applications, including implant design, preoperative planning, virtual surgery and biophysical simulations. Thus, by integrating medical imaging to well known engineering technologies, such as, computer aided design, finite element analysis and rapid prototyping, clinical diagnosis and therapeutics will be greatly benefited.

The pipeline incorporates several automatic procedures but user interaction plays an important role to achieve the final results. Every stage has a set of parameters that needs to be chosen. Currently, segmentation with active contours is still semi-automatic and manual correction is required. Therefore, the whole process, from image acquisition to mesh generation, takes several hours. Automation, principally on image segmentation, together with more efficient mesh generators, will reduce the total modeling time to the order of minutes.

The robustness of the pipeline could not be evaluated because only two 3D images, corresponding to both body extremities, were considered. A greater set of volume data would be required to test how robust the pipeline really is.

Further work can be developed in order to optimize the results. If the projection data is available, then the multidimensional adaptive filter could be implemented. This would improve the image restoration of artifacts that are difficult to attenuate with spatial image filters. The volume mesh quality can also be optimized with a method designated as Delaunay refinement. Such optimizations can increase the quality of the final results but also the overall modeling time. Triangular surface mesh optimizer will certainly be a future acquisition to the pipeline, which will improve mesh quality.

One major limitation of the pipeline are the errors and bugs that persist in the software used. These problems are very annoying and depend greatly on the software developers.
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