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Abstract
A new method for experimentally determining the electron density \((n_e)\) and the electron temperature \((T_e)\) in the negative glow of a nitrogen pulsed discharge is presented. It is based on optical emission spectroscopy (OES) and consists of a variation and refinement of relatively similar schemes previously reported for different working conditions by other authors. The bottom line is the measurement of the emission intensities of the \((0,0)\) bands of the first negative system at 391.44 nm and of the \((0,2)\) bands of the second positive system at 380.49 nm.

The suggested procedure allows the establishment of the absolute values of \(n_e\) and \(T_e\), as long as one calibration point is provided, such as the electron density at one specific discharge condition. If this calibration point is unavailable, the method nonetheless yields a qualitative dependence of \(T_e\) and \(n_e\). Langmuir probe measurements confirm and validate the OES results for \(n_e\), thereby legitimizing the diagnostic technique developed. The interpretation of the results for \(T_e\) is slightly more complex, and in some circumstances an accurate determination of \(T_e\) may require further analysis.

1. Introduction
Nitrogen containing discharges are extensively used in several plasma processing techniques, such as the surface modification of different materials [1–3]. They also play a very important role in the study of atmospheric chemistry and different environmental problems, such as the investigation of the \(\text{NO}_x\) and \(\text{O}_3\) production and destruction mechanisms [4, 5] or the research on low-temperature plasma sterilization [6, 7]. Moreover, in a number of plasma processes the samples must often be placed on the cathode, whereas the use of pulsed plasmas has the advantage of avoiding damages by arc, and allows us to monitor the sample heating by pulse control [8, 9]. The study of the negative glow of pulsed nitrogen discharges thus becomes of importance.

Optical emission spectroscopy (OES) is a non-intrusive and relatively easy-to-use procedure, which makes it widely applicable to characterize these nitrogen plasmas [8–15]. However, due to the complexity and variety of discharge conditions, most papers that can be found in the literature using OES provide essentially qualitative analyses. Herein OES is used together with a simple kinetic description of the discharge in order to obtain quantitatively the electron temperature, \(T_e\), and the electron density, \(n_e\), in the negative glow of a nitrogen pulsed discharge operating at pressures in the range 2–4 Torr. In particular, \(T_e\) and \(n_e\) are derived from the emission intensities of the \((0, 0)\) band of the first negative system \(\text{N}_2^+ (1^-)\) at 391.44 nm, \(I_{\text{BX}}\), to the \((0, 2)\) band of the second positive system \(\text{N}_2^+ (2^+)\) at 380.49 nm, \(I_{\text{CB}}\). The OES results are then compared with independent Langmuir probe measurements.

The idea of using the emission intensities to investigate nitrogen discharges is not new. For instance, in [16] the ratio of the bands from the first negative system \(\text{N}_2^+ (0–0)\) at 391.44 nm and from the second positive system \(\text{N}_2^+ (2–5)\) at 394.30 nm was used to estimate the electronic temperature in a RF discharge. The details of the method are described in [11]. The procedure
from [16] can be used if the level \( N_2(3\Pi_u) \) is predominantly excited by electron collisions with ground state \( N_2(X^1\Sigma_g^+) \) molecules, and if the ionic state \( N_2^+(B^2\Sigma_u^+g) \) is mainly excited by electrons from the ground state of the neutral molecule \( N_2(X^1\Sigma_g^+) \).

Clearly, the actual excitation mechanism of \( N_2^+(B^2\Sigma_u^+) \) in a specific discharge may call for modifications of the methodology. Britun et al. [16] argue, following [17], that for the conditions of their investigation only the excitation of \( N_2^+(B^2\Sigma_u^+) \) from ground state neutral molecules is relevant, the method being thus usable in a straightforward way. Nevertheless, a plasma column of a stationary dc glow discharge was studied in [18], where it was inferred, in contrast, that the excitation of \( N_2^+(B^2\Sigma_u^+) \) takes place by electron collisions with ground state ions, \( N_2^+(X^2\Sigma_u^+) \). In addition, in another study of a positive column of a dc discharge [19], collisions involving ground state ions and vibrationally excited molecules \( N_2(X^1\Sigma_g^+g, v > 12) \),

\[
N_2^+(X, v > 12) \rightarrow N_2^+(B) + N_2(X, v - 12),
\]

(1)

were identified as the most important mechanism of formation of the radiative ionic state. The different conclusions from [16, 18, 19] sharply indicate that extreme care must be taken in using the ratio of emission bands as a diagnostic tool, as the processes involved in the creation of the emitting states vary with the particular conditions of operation of each discharge.

An additional point of concern is the possible influence of the metastable state \( N_2(X^1\Sigma_g^+) \) in the population of \( N_2(C^3\Pi_u) \) [8, 13, 15, 20–24]. For instance, a detailed analysis of the discharge kinetics with a self-consistent calculation of the electron energy distribution function (EEDF) was made in [22] both for the positive column of a dc discharge and for a surface-wave sustained discharge, where the contribution of the pooling reaction

\[
N_2(A) + N_2(A) \rightarrow N_2(C) + N_2(X, v = 2)
\]

(2)
to the excitation of \( N_2(C^3\Pi_u) \) was pointed out.

Another idea to use the ratio of nitrogen emission bands was presented in [23], where it was suggested that the electron temperature can be determined in an ICP discharge from the ratio of the 2° to the first positive 1° intensities, \( I_{EB}/I_{BA} \). In spite of the good results obtained for the conditions studied in [23], the method has several drawbacks. As a matter of fact, it needs the determination of the total intensity emission of the 1° and 2° systems, and not only of two particular transitions. This implies an additional experimental complexity, and the prerequisite of having the same spectral response in the complete range of wavelengths to be observed. Furthermore, it requires an independent determination of \( n_e \). Finally, the model did not take into account the pooling reactions (2). This was corrected in a later work [25], which included the effect of these reactions.

A variant of the same idea was developed in [26], the average electron density in an ICP being determined from the emission intensity ratio of the \( N_2(1, 3) \) (375.5 nm) and \( N_2(0, 0) \) (337.1 nm) bands of the second positive system. However, the method requires an independent determination of the electron temperature of low energy electrons, which is difficult to obtain when the EEDF deviates from a Maxwellian. In addition, the underlying model does not consider the pooling reactions and needs a strong variation of the ratio of the bands involved, which is not always the case.

Note that all the works referred to above are based on the ratio of emission bands and do not provide as much information as the method suggested in this work. Actually, the latter uses directly the emission bands instead of their ratio, allowing the determination of the qualitative dependence of \( T_e \) and \( n_e \). These can even be obtained in absolute value, provided a calibration point is available.

The structure of this paper is as follows. Section 2 briefly describes the experimental set-up both for the OES and for the Langmuir probe measurements. The proposed method is detailed in section 3, a critical discussion of its applicability being presented in the subsequent section. The experimental results are given in section 5, as part of a study of the negative glow of a nitrogen pulsed discharge. Finally, section 6 summarizes the main results and concludes the paper.

2. Experimental set-up

The plasma reactor used in this work consists of a stainless-steel chamber 254 mm in diameter and 360 mm in height, with two side glass windows. The experimental set-up is schematically shown in figure 1. The work pressure ranged from 2 to 4 Torr, which are typical values used in surface treatment, and the gas flow rate was kept constant at 92 ml min⁻¹. The discharge was generated between a central disc, on which the sample to be treated is placed and which works as a cathode, and the walls of the chamber. A variable pulsed source with a frequency of 200 Hz and a duty cycle of 0.7 was used, keeping the voltage constant at −630 V. The discharge current changes from 0.455 A at 2.00 Torr to 0.850 A at 3.80 Torr. The operating conditions are detailed in table 1.

The optical emission spectra from the discharge were recorded with a Jarrell–Ash monochromator with Czerney–Turner mounting. The slit entry was set at 25 µm, whereas the grating used was 1200 grooves mm⁻¹. A lens focused the light to the monochromator, and a linear arrangement of 1024 photodiodes was used as the detector. A laser was used to align the system and the input slit was reduced vertically in order to ensure the observation of a small area of the discharge, typically of the dimensions of the region characterized by the Langmuir probe. This makes the comparison between the OES and the probe measurements more meaningful and valuable.

Concerning the probe measurements, a cylindrical Langmuir probe consisting of a tungsten wire of radius \( R = 15 \) µm and length \( L = 60 \) mm was employed. It was fed by a 0–40 V variable source, synchronized with the pulsed plasma source as to apply the voltage in the last millisecond of each cycle.

To measure the probe characteristic we used a SR-250 and Boxcar Averaging Gaiter Integrated module, averaging over 200 current measurement sets, 800 µs after the application of voltage in the probe. This voltage is measured with the
interface of the module SR-245, and a numerical averaging over 20 data sets is performed.

Note that to carry out measurements with an electric probe we need to know the probe operation regime. A complete review of the different operation regimes and their theoretical description is available in [27]. For our discharge conditions, the following condition is verified:

$$\lambda_e \geq \frac{3R}{4} \ln \left( \frac{\pi L}{4R} \right),$$

(3)

where $\lambda_e$ is the electron mean free path ($\lambda_e \gtrsim 160 \, \mu m$). Note that the pressure influence on the probe operation regime is included in the electrons mean free path $\lambda_e$. Then as the condition of equation (3) is verified, our probe operation regime is non-collisional, i.e. there are no collisions in the region disturbed by the probe and the Druyvesteyn method can be applied. Besides, we have not observed any perturbation arising from the probe in the discharge electrical parameters. The EEDF $g(\varepsilon)$ can then be obtained from the second derivative of the probe characteristic,

$$g_e(\varepsilon) = \frac{2m}{e^2A} \left( \frac{2eV}{m} \right)^\frac{1}{2} \frac{d^2I_e}{dV^2},$$

(4)

where $\varepsilon$ denotes the electron energy, $m$ is the electron mass, $V$ is the probe voltage with respect to the plasma potential, $A$ is the area of the probe and the maximum of the first derivative has been taken as the plasma potential.

The electron density and effective temperature are then obtained from

$$n_e = \int_0^\infty g_e(\varepsilon) \, d\varepsilon$$

(5)

and

$$\langle \varepsilon \rangle = \frac{1}{n_e} \int_0^\infty \varepsilon g_e(\varepsilon) \, d\varepsilon = \frac{3}{2} T_{\text{eff}}.$$  

(6)

Both the OES and the Langmuir probe measurements were carried out at two different positions in the discharge chamber, marked in figure 1 by $h_1$ and $h_2$. $h_1$ being closer to the cathode, $h_1 = 6 \, mm$ and $h_2 = 18 \, mm$. 

Table 1. Discharge parameters.

<table>
<thead>
<tr>
<th>Pressure (Torr)</th>
<th>Current (A)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.00</td>
<td>0.455</td>
</tr>
<tr>
<td>2.20</td>
<td>0.525</td>
</tr>
<tr>
<td>2.40</td>
<td>0.570</td>
</tr>
<tr>
<td>2.60</td>
<td>0.620</td>
</tr>
<tr>
<td>2.80</td>
<td>0.660</td>
</tr>
<tr>
<td>3.00</td>
<td>0.700</td>
</tr>
<tr>
<td>3.20</td>
<td>0.750</td>
</tr>
<tr>
<td>3.40</td>
<td>0.770</td>
</tr>
<tr>
<td>3.60</td>
<td>0.810</td>
</tr>
<tr>
<td>3.80</td>
<td>0.850</td>
</tr>
</tbody>
</table>

Figure 1. Experimental set-up.
3. The diagnostic method

3.1. Principles and methodology

In this work we propose a new method to determine the electron temperature and density in the negative glow of a nitrogen pulsed discharge. The technique is based on a simple model for the kinetics of the negative glow, described by the following assumptions:

- nitrogen molecules in the ground state \( N_2(X, v = 0) \) constitute the dominant species;
- there is charge neutrality and the primary ion is \( N_2^+ \);
- the EEDF is Maxwellian;
- the main reaction of excitation of state \( N_2(C, v') \) is

\[
e + N_2(X, 0) \rightarrow e + N_2(C, v');
\]

(7)

- the \( N_2^+(B, v') \) ionic state is essentially produced by the electron impact processes

\[
e + N_2(X, 0) \rightarrow e + e + N_2^+(B, v'),
\]

(8)

\[
e + N_2^+(X, 0) \rightarrow e + N_2^+(B, v');
\]

(9)

- levels \( N_2(C, v') \) and \( N_2^+(B, v') \) are primary lost by radiative decay.

If these conditions are fulfilled, the intensity of the head band of the second positive system of nitrogen for a particular transition \((C, v')-(B, v'')\) is given by

\[
I_{\text{CB}}(v', v'') = K_{\text{CB}}(\lambda_{\text{CB}})n_0n_e(\sigma_C^e n_{v')}
\]

\[
\sum_{v''} A_{\text{CB}}(v', v'').
\]

(10)

where \( n_0 \) denotes the density of nitrogen molecules in the ground state with \( v = 0 \), \( n_e \) the electron density, \( \sigma_C^e \) the excitation cross section of process (7), \( v_e \) the electron speed, \( A_i \) the relevant Einstein coefficients and \( K_{\text{CB}}(\lambda_{\text{CB}}) \) the spectral response of the monochromator at wavelength \( \lambda_{\text{CB}} \).

Similarly, for the emission intensity of the first negative system \( N_2^+ \), and considering the two mechanisms (8) and (9), we have

\[
I_{\text{Emis}}(v', v'') = K_{\text{Emis}}(\lambda_{\text{Emis}}(n_0n_e(\sigma_X^{B^+} v_e)
\]

\[
\sum_{v'} A_{\text{Emis}}(v', v'').
\]

(11)

where \( \sigma_X^{B^+} \) and \( \sigma_X^{B^+} \) are the collision excitation cross sections of mechanisms (8) and (9), respectively.

In equations (10) and (11) there are \textit{a priori} four unknowns, namely, the electron density, \( n_e \), the electron temperature of the Maxwellian distribution, \( T_e \), and the spectral responses of the monochromator, \( K_{\text{CB}}(\lambda_{\text{CB}}) \) and \( K_{\text{Emis}}(\lambda_{\text{Emis}}) \), which will be equal if we choose two transitions with very close wavelengths. In this case, note that \( K \simeq K_{\text{CB}} \approx K_{\text{Emis}} \) is independent of the discharge parameters. Hence, if it is possible to have an initial condition, such as the electron density or the electron temperature for one given situation, the value of \( K \) can be obtained. Consequently, \( T_e \) and \( n_e \) can then be inferred for all other conditions simply by solving a system of two equations with two unknowns. In practice, this corresponds to have a calibration point, and there are no restrictions on the choice of the conditions used to perform it. If, on the other hand, it is not possible to obtain the value of \( K \), the present scheme still allows the determination of the relative dependence of the electron density and the electron temperature on the discharge operating parameters.

Herein we apply the method using the transitions \( I_{\text{CB}}(0, 2) \) at 380.49 nm and \( I_{\text{Emis}}(0, 0) \) at 391.44 nm. These transitions are relatively close in wavelength and their intensities are sensitive to the discharge operating conditions of interest in this study.

The kinetic model proposed here does not include the influence of N atoms, because in this region of the discharge its density is very low compared with \( N_2 \). Therefore, their effects in the overall kinetics are not essential. This was in fact confirmed experimentally, as there are not intense atomic lines of nitrogen in the OES measured spectrum.

3.2. Collisional data

There are two recent compilations of cross sections for the collisions between electrons and nitrogen molecules, by Itikawa [28] and by Tabata et al [29]. The latter also proposes recommended interpolations for the different cross sections, and is used as a basis in this paper.

3.2.1. Excitation cross section of level \( N_2(C^3\Pi_u, v' = 0) \)

As discussed in [28], the excitation cross section \( \sigma_{\text{Emis}} \) of the electronic level \( C^3\Pi_u \) from the ground state was determined in [30, 31] by beam experiments. Subsequently, and using these works together with two sets of beam measurements [32, 33] and a swarm experiment [34], Brunger et al [35] have determined the best values of the excitation cross section, with an estimated uncertainty of 30%. Tabata et al [29] also cite additional work [36], which is in good agreement with the previous ones.

As for the emission cross section \( \sigma_{\text{Emis}} \) of the second positive system \((C^3\Pi_u \rightarrow B^3\Pi_g)\), it was also reported by several groups. Zubek [37] measured the band (0, 0) (337.13 nm) over electron energies from threshold to 17.5 eV and used a previous measurement of the maximum value of the cross section (11.28 \( \times 10^{-18} \) cm\(^2\)) at 14.1 eV to normalize it. Shemansky et al [38] measured the bands (0, 0) (337.13 nm) and (1, 0) (315.93 nm) in the energy range 11.23–40.4 eV and extrapolated their measured values with an analytical formula above 300 eV. They normalized their cross section from the emission cross section of the first negative system measured by Borst and Zipf [39]. In a subsequent work, Doering and Yang [40] used an (e,2e) method and determined a better value for the first negative emission cross section at 391.4 nm, which was 14.8% lower. That being so, the value of Shemansky [38] may have to be reduced in the same proportion.

Finally, Fons et al measured the emission cross section of second positive system even above 600 eV [41]. Their measurements match to the work of Shemansky without renormalization.

The interpolation formula given in [29] includes the experimental measurements of \( \sigma_{\text{Emis}} \) cited above, included [38] without renormalization. As the reported cross sections agree very well, the expressions proposed in [29] are used in this.
paper. Figure 2 depicts the final cross section \( \sigma_X^C \) herein considered, together with the other cross sections required to analyse our experimental data (detailed below).

It is still worth noting that if the excitation cross section \( \sigma_X^C \) is calculated from the emission cross section at 337.13 nm (\( \sigma_{\text{Emis}}^{(0,0)} = \sigma_X^C \sigma_{\text{Ee}}^{(0,0)} / \sigma_{\text{Ee}}^{(0,0)} \)), as done in [29] and used here, it differs from the one obtained from energy loss measurements the former being a factor of about 1.5 lower [28]. However, since we are using the cross sections to analyse the emission spectra, it seems more justified to use the cross section for the excitation of level \((C \cdot 3\Pi_u, v = 0)\) calculated from the emission cross sections.

3.2.2. Excitation cross section of \( N_2^+ (B \cdot 3\Sigma^+_g, v' = 0) \) from ground state \( N_2 \) molecules. The excitation cross section of level \( N_2^+ (B \cdot 2\Sigma^+_g) \) from ground state molecules \( N_2(X \cdot 1\Sigma^+_g) \) was obtained in [40] by the method (e,2e).

However, Doering and Yang [42] suggested that, in order to get an adequate cross section there should be a compromise between the technique (e,2e) and the emission measurements. From their (e,2e) results and previous optical experiments, they determined the best value for \( \sigma_{\text{Emis}}^g \), from which the excitation cross section can be derived.

The emission cross section \((0.0)\) at 391.44 nm was measured in [39], but the results should be renormalized to the best value established in [40], at 100 eV. This means the cross sections from [39] must be multiplied by 0.871. The final result constitutes the excitation cross section \( \sigma_X^{B+} \) recommended in [28] and used in this study and it is shown in dashed lines in figure 2.

3.2.3. Excitation cross section of \( N_2^+ (B \cdot 2\Sigma^+_g, v' = 0) \) from ground state \( N_2^+ \) ions. The last cross section required to apply the diagnostic method proposed in this paper corresponds to the process \( e + N_2^+ (X \cdot 3\Sigma^+_g, v = 0) \rightarrow e + N_2^+ (B \cdot 2\Sigma^+_g, v' = 0) \). Crandall et al [43] determined it from the emission cross section. As shown in [44], the cross section from [43] is in good agreement with the measurements reported in [45]. An interpolation to these data through an analytic expression is available in [29], and is taken here. The corresponding cross section, \( \sigma_X^{B+} \), is represented by the dotted line in figure 2.

4. Model discussion

In order to define well the domain of validity of the method being suggested to determine the electron temperature and density from OES measurements, three of the assumptions enunciated in section 3 deserve careful consideration, namely, the possible influence on the results of the formation of \( N_2 (C \cdot 3\Pi_u) \) from the reactions involving \( N_2 (A \cdot 3\Sigma^+_g) \) metastables, the plausible existence of a vibrationally excited distribution of \( N_2 (X \cdot 1\Sigma^+_g) \) molecules, and the eventual presence of a non-Maxwellian EEDF. They are discussed separately below.

4.1. Non-Maxwellian EEDF

In principle, the restriction of considering a Maxwellian EEDF is not very critical. Evidently, it considerably simplifies the calculation of the relevant electron impact excitation rate coefficients but, if necessary, a Boltzmann solver can be used to obtain these coefficients. However, this is a rather academic point of view, since the EEDF is not only a function of the average electron energy (or of the reduced electric field), as it strongly depends on the vibrational temperature of ground state \( N_2(X \cdot 1\Sigma^+_g) \) molecules [46]. Therefore, in practice, a non-Maxwellian EEDF may markedly complicate the application of the procedure.

Interestingly enough, our Langmuir probe measurements indicate that under the present working conditions the EEDF is in fact non-Maxwellian. Bear in mind that one possibility to get a better description of the EEDF and to improve the method when the EEDF strongly deviates from a Maxwellian is to consider an EEDF with the form suggested in [18].

In the case of molecular nitrogen, a sum of two functions \( f = f_1 \cdot f_2 \cdot f_3 \) was proposed, where \( f_1 \) describes the low-energy part of the EEDF \( f (\varepsilon) \), while \( f_2 \) describes the high-energy part. Only the electrons in the tail of the distribution have enough energy to excite \( N_2 \) or \( N_2^+ \). Thus, only \( f_2 \) is important for the calculation of the electron rate coefficients \( \langle \varepsilon u_e \rangle \) in equations (10) and (11). Note that the agreement observed in the results for \( n_0 \) by both techniques (cf figure 7) is only possible if \( f_2 \) is nearly Maxwellian. This justifies why the suggested diagnostic technique yields very good results and can be applied, even if one of its basic assumptions in rigor fails. A detailed analysis of the question will be conducted in a subsequent publication.

4.2. Vibrational distribution of the electronic state \( N_2 (X \cdot 1\Sigma^+_g) \)

It is interesting to examine the hypothesis that the predominant species is the molecules in the ground state \( N_2 (X \cdot 1\Sigma^+_g, v = 0) \). The vibrational distribution function (VDF) of \( N_2 (X \cdot 1\Sigma^+_g) \) molecules can be determined as detailed in [24], where it is assumed that the collisions between electrons and molecules satisfy the adiabatic approximation. In this case, it is possible to map the VDF of ground state \( N_2 (X) \) molecules from the
VDF of excited N\(_2\)(C) molecules simply through the Franck–Condon factors. Under the conditions of this study, from the relative population of N\(_2\)(C\(^3\Sigma_u^+\), v), obtained by OES, it is concluded that about 90% of the neutral molecules are in the state v = 0.

Another interesting point worth emphasizing is that the ratios of the emission intensities from the different vibrational levels of N\(_2\)(C\(^3\Sigma_u^+\)) are approximately constant when the discharge parameters (such as pressure, discharge current, gas flow, etc) are changed. This means that the assumption can bring a shift in all the calculations, but the behaviour will not be affected when the discharge operating conditions are changed. Therefore, the relative results are always correct and an independent normalization allows a consistent determination of the absolute values.

A similar situation occurs concerning the VDF of N\(_2\)(X\(^2\Sigma_g^+\)) ions. However, taking into account (11), a bigger error than merely a shift in the results may be made if processes (8) and (9) have comparable contributions to the formation of N\(_2\)(B\(^2\Sigma_u^+, v' = 0\)) excited ions.

### 4.3. Effect of the metastable state N\(_2\)(A\(^3\Sigma_u^+)\)

As is well known [22], excitation from metastable states may increase the population of the radiative states. Two possible reactions forming the level C\(^3\Pi_u\) from the metastable state A\(^3\Sigma_u^+\) are

\[
N_2(A) + N_2(A) \rightarrow N_2(C) + N_2(X), \quad (12)
\]

\[
e + N_2(A) \rightarrow e + N_2(C). \quad (13)
\]

The rate coefficient of the pooling reaction (12) is \(k = 1.5 \times 10^{-10} \text{ cm}^3 \text{s}^{-1}\) [47], whereas the rate coefficient of process (13) depends on the EEDF. Both processes have been considered in [22]. The cross section for electron stepwise excitation is given in [48], where the corresponding rate coefficient is calculated for the case of a Maxwellian distribution. For an electron temperature in the plasma of the order of 1 eV, the reaction rate is \(\sim 10^{-11} \text{ cm}^3 \text{s}^{-1}\).

As shown in [24, 47], if the pooling reaction (12) is preponderant, it produces an overpopulation of the level N\(_2\)(C\(^3\Pi_u, v = 1\)). This overpopulation in v = 1 is not observed in our measurements, giving an \(a \text{ posteriori}\) confirmation that the pooling reaction does not contribute significantly to the production of the N\(_2\)(C\(^3\Pi_u\)) state.

Clearly, by taking into account the corresponding rate coefficients, process (13) only has a larger contribution to the formation of N\(_2\)(C\(^3\Pi_u\)) molecules than (12) if the ionization degree is higher than the relative population of N\(_2\)(A\(^3\Sigma_u^+)\) metastables. For the conditions under study the ionization degree is lower than \(\sim 1.5 \times 10^{-5}\) (see section 5), which means reaction (13) can only have a significantly higher rate than (12) if [N\(_2\)(A)]/n\(_e\) \(\ll 1.5 \times 10^{-5}\), where [N\(_2\)(A)] is the density of N\(_2\)(A\(^3\Sigma_u^+)\) and n\(_e\) is the gas density. This looks unlikely, as shown in the calculations in [22]. Furthermore, for electron energies of about 1 eV the rate coefficient for direct excitation of N\(_2\)(C\(^3\Pi_u\)) from N\(_2\)(X\(^1\Sigma_g^+)\) is of the order \(10^{-12} \sim 5 \times 10^{-10} \text{ cm}^3 \text{s}^{-1}\) [46], which readily eliminates reaction (13) as an important source of N\(_2\)(C\(^3\Pi_u\)) molecules.

5. Results

In compliance with sections 2 and 3, the emission intensities \(I_{\text{BX}}\) at 391.44 nm and \(I_{\text{CB}}\) at 380.49 nm were measured in two different positions in the chamber, \(h_1 = 6 \text{ mm}\) and \(h_2 = 18 \text{ mm}\) (cf figure 1). A typical spectrum from our experiments is reproduced in figure 3. Langmuir probe measurements were additionally carried out for the same positions. The gas pressure varied in the range 2–4 Torr. Details on the estimation of the error bars shown in figures 4–8 are given in section 5.1.

Figures 4 and 5 show the emission intensities \(I_{\text{BX}}\) and \(I_{\text{CB}}\) measured at the two different positions. According to the discussion in section 3, these are the intensities required to use the OES diagnostic method proposed in this paper. They allow the determination of the absolute values of n\(_e\) and T\(_e\), as long as one value of n\(_e\) or T\(_e\) is provided for calibration at a specific condition. In this work such calibration is given by the Langmuir probe measurements, and we have chosen the value of n\(_e\) at p = 2 Torr and position h\(_2\) as the calibration point. In h\(_1\) both intensities increase with pressure, simply reflecting the increase in the densities of N\(_2\) molecules and N\(_2^+\) ions, the electron temperature not changing significantly in this range (see figure 9). On the other hand, in h\(_2\) both intensities decrease when the pressure increases, following the decrease in n\(_e\) (equal to N\(_2^+\) due to charge neutrality), see figure 7.

Keep in mind that if an independent determination of n\(_e\) or T\(_e\) is not possible, the technique can be employed to determine qualitative variation of T\(_e\) and n\(_e\). In that case, in practice it is interesting to analyse the ratio \(I_{\text{BX}}/I_{\text{BC}}\), in a procedure bearing similarities to proposals by other authors [16, 23, 26].

In fact, if process (8) is clearly dominant over (9) in populating N\(_2^+\)(B\(^2\Sigma_u^+, v' = 0\)), then \(I_{\text{BX}}/I_{\text{BC}}\) even provides the absolute value of T\(_e\) and the relative dependence of n\(_e\) [16]. The ratio \(I_{\text{BX}}/I_{\text{BC}}\) is depicted in figure 6. It decreases with gas pressure, which reflects the expected decrease in the ionization degree in this pressure range (confirmed in figure 8).

Figure 7 exhibits the OES and Langmuir probe measurements of the electron density. The agreement between
Figure 4. Emission intensity $I_{BX}$ at 391.44 nm as a function of pressure at positions $h_1$ and $h_2$.

Figure 5. Emission intensity $I_{CB}$ at 380.49 nm as a function of pressure at positions $h_1$ and $h_2$.

Figure 6. Variation of the ratio $I_{BX}/I_{BC}$ with pressure, for the two positions $h_1$ and $h_2$.

Figure 7. Electron density as a function of pressure for the two positions $h_1$ and $h_2$, determined from the new OES procedure and from the Langmuir probe measurements. Results were calibrated at $p = 2$ Torr in position $h_2$.

Figure 8. Variation of the ionization degree with pressure, for the two positions $h_1$ and $h_2$.

both procedures is excellent, validating the applicability of the new approach to determine the electron density proposed in this work. The corresponding ionization degrees are represented in figure 8, corroborating the results from figure 6.

The electron temperatures determined by the two methods are plotted in figure 9. Closer to the cathode, at position $h_1$, both methods provide similar results. However, at $h_2$ there is a significant disagreement, the probe measurements yielding much lower values of $T_e$. This is essentially a consequence of the presence of a non-Maxwellian EEDF. As a matter of fact, the probe measurement corresponds to average electrons, which have a relatively low energy. In turn, $T_e$ measurements with OES reflect only the electrons in the tail of the distribution. More precisely, the OES result provides an effective temperature of the electrons with energies above the excitation and ionization thresholds.

Actually, since the EEDF is non-Maxwellian the two diagnostic techniques scan two different groups of electrons.
carefully, as thoroughly discussed in section 3.2. Although, it is interesting to observe that if the cross sections only differ by a multiplicative constant and the process (8) is negligible, as in our case, then this difference will not affect the calculations of \( n_e \) and \( T_e \), because the method uses a calibration point.

In what concerns the probe measurements, and as it was described in section 2, each point of the probe characteristic curve is obtained averaging 200 measurements in the current and 20 measurements in the voltage, which considerably reduces the characteristic noise. Despite this fact, in order to obtain the EEDF it is necessary to use a smoothing method on the probe characteristic. For this purpose, we used a cubic spline smoothing [49]. It was observed that the fluctuations in the values of \( n_e \) are always lower than 14% and 8%, respectively, in \( h_1 \) and \( h_2 \). The fluctuations in the values of \( T_e \) are always below 17% in \( h_1 \) and 14% in \( h_2 \). The higher uncertainty in \( h_1 \) is due to the larger fluctuations of the plasma near the cathode, which produces a bigger dispersion of the probe characteristic points. This is increased by the successive derivatives, causing the observed uncertainties in the value of \( T_e \) and \( n_e \). Note as well that when the EEDF is non-Maxwellian the only correct method for calculating \( n_e \) and \( T_e \) from the probe is through equations (5) and (6).

Finally, keep in mind that in order to compare both techniques measurements must be made exactly the same distance above the cathode, since \( n_e \) and \( T_e \) are significantly dependent on height, as can be seen in figures 7 and 9.

6. Conclusions

In this work we have proposed a new method to experimentally determine the electron temperature, \( T_e \), and electron density, \( n_e \), in the negative glow of a nitrogen pulsed discharge operating at pressures \( p = 2-4 \) Torr. The technique is based on OES, and involves the measurement of the emission intensities of the first negative \( I_{391.44} \) (0, 0) bands at 391.44 nm and the second positive \( I_{380.40} \) (0, 2) bands at 380.40 nm. The procedure allows the absolute determination of \( n_e \) and \( T_e \), as long as one calibration point for \( n_e \) (or \( T_e \)) is provided. If this is not possible, the method can still be used to obtain the qualitative dependence of \( T_e \) and the \( n_e \).

The diagnostic method was tested and validated from its comparison with Langmuir probe measurements. For the \( n_e \) measurements, the agreement between both techniques was excellent, confirming its applicability and usefulness. For the conditions of this study, the electron densities varied in the range \((1.5-5.5) \times 10^{11} \text{cm}^{-3}\). The ionization degree consistently decreases with increasing gas pressure, as a result of the increase in the electron–neutral collision frequency.

Our method rests on several assumptions which may limit its pertinence when used in different working conditions. The most critical one seems to be the hypothesis that the EEDF is Maxwellian. Indeed, a non-Maxwellian EEDF implies that OES measurements reflect only the temperature of the high-energy tail of the EEDF. Thus, OES measurements provide in fact an effective temperature of the electrons with energies above the ionization and excitation thresholds. In
turn, the temperatures deduced from the probe measurements correspond to the average electrons.

In principle, the method can be used at various other discharge conditions, as long as its assumptions remain valid. Lowering the gas pressure should not affect the validity of the diagnostics, as no additional heavy-particle kinetics would become important and the associated increase in the ionization degree would bring the EEDF closer to a Maxwellian. However, adding other gases into nitrogen would certainly require a reformulation of the procedure. Work is now in progress to better characterize the domain of validity of the new scheme, as well as to elucidate how to handle the cases where the EEDF deviates from a Maxwellian distribution.
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