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ABSTRACT

Binarisation of greyscale images is a critical step in optical

music recognition (OMR) preprocessing. Binarising mu-

sic documents is particularly challenging because of the

nature of music notation, even more so when the sources

are degraded, e.g., with ink bleed-through from the other

side of the page. This paper presents a comparative eval-

uation of 25 binarisation algorithms tested on a set of 100

music pages. A real-world OMR infrastructure for early

music (Aruspix) was used to perform an objective, goal-

directed evaluation of the algorithms’ performance. Our

results differ significantly from the ones obtained in stud-

ies on non-music documents, which highlights the impor-

tance of developing tools specific to our community.

1 INTRODUCTION

Binarising music documents, that is separating the fore-

ground from the background in order to prepare for other

tasks such as optical music recognition (OMR), is much

more challenging than binarising text documents. In text

documents, the letters are all of approximately the same

size and are regularly and uniformly distributed through-

out the page. Music symbols, on the other hand, exhibit

a wide range of sizes and markedly uneven distribution:

they are clustered around musical staves. Large black ar-

eas, such as note heads, are conducive to ink accumula-

tion during printing, which often results in strong bleed-

through (elements from the verso visible through the pa-

per), especially for early sources. Large blank areas with-

out foreground elements can disturb some binarisation tech-

niques because bleed-through is often considered to be

foreground. We will show in this paper that because of

these conditions, the most widely used binarisation meth-

ods fail to produce suitable results for OMR.

Evaluating the performance of binarisation algorithms

is a difficult task. Very often, due to a lack of any evalua-

tion infrastructure, researchers use subjective approaches,

e.g., marking output as “better”, “same” or “worst” [3, 4].

When the binarisation is performed for the purpose of

further image processing tasks, such as optical character

c© 2007 Austrian Computer Society (OCG).

recognition (OCR) or OMR, it makes more sense to use an

objective evaluation. Evaluating the algorithms within the

context of a real-world application enables goal-directed

evaluation, which rates a binarisation algorithm on its abil-

ity to improve the post-binarisation task [10]. Further-

more, it has been shown that when document images have

graphical particularities like music documents do, the use

of goal-directed evaluation can lead to significant perfor-

mance improvements [7].

2 METHODS

For our experiments, we used Aruspix, a software applica-

tion for OMR on early music prints [7]. We selected five

16th-century music books (RISM 1520-2, 1532-10, 1538-

5, M-0579 and M-0582 [8]) that suffer from severe degra-

dation and transcribed 20 pages from each (100 total) to

obtain ground-truth data for the evaluation. We tested 25

different binarisation algorithms over a range of parame-

ters, which resulted in a set of 8,000 images. The images

were deskewed and normalised to a consistent staff height

(100 pixels) by Aruspix before applying the binarisation

algorithm, and after binarisation, Aruspix was used again

for the OMR evaluation.

Binarisation methods can be categorised according to

differences in the criteria used for thresholding. Sezgin

and Sankur have proposed a taxonomy of thresholding

techniques, including those based on the shape of the grey-

value histogram, measurement-space clustering, image en-

tropy, connected-component attributes, spatial correlation,

and the properties of a small, local windows around each

pixel [9]. We chose a range of top-performing algorithms

for both document images and what Sezgin and Sankur

call non-destructive testing (NDT) images, which have

more photo-like qualities; for the reasons mentioned above,

music documents would be expected to fall somewhere

between these two extremes. Methods based on histogram

shape include those proposed by Sezan (1985) and Ramesh

et al. (1995). Popular measurement-space clustering meth-

ods include those proposed by Ridler and Calvard (1978),

Otsu (1979), Lloyd (1985), Kittler and Illingworth (1986),

Yanni and Horne (1994), and Jawahar et al. (1997). Some

entropy-based methods, also popular, are those of Dunn et

al. (1984), Kapur et al. (1985), Li and Lee (1993), Shanbhag
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(a) RISM 1520-2 (b) RISM 1538-5 (c) RISM M-0582

Figure 1. Three sample images from the test set.

(a) Brink and Pendock 1996 (b) Gatos et al. 2004 (c) Otsu 1979

Figure 2. Binarisation output from three algorithms on RISM 1538-5.

Algorithm Win.
Recall Precision

Rate Odds multiplier Rate Odds multiplier

Brink and Pendock 1996 79.2 1.00 – 80.6 1.00 –

Pugin 2007 78.2 0.94 (0.89, 0.98) 79.5 0.92 (0.88, 0.97)

Gatos et al. 2004 21 76.4 0.84 (0.80, 0.88) 76.8 0.77 (0.74, 0.81)

Sezan 1985 76.4 0.84 (0.80, 0.88) 77.5 0.82 (0.78, 0.86)

Li and Lee 1993 75.9 0.82 (0.78, 0.86) 77.0 0.79 (0.76, 0.83)

Pikaz and Averbuch 1996 72.9 0.68 (0.65, 0.71) 74.1 0.67 (0.64, 0.70)

Mardia and Hainsworth 1988 72.1 0.66 (0.63, 0.69) 74.1 0.67 (0.64, 0.70)

Yanowitz and Bruckstein 1989 68.9 0.56 (0.53, 0.58) 68.9 0.51 (0.48, 0.53)

Bernsen 1986 17 67.0 0.51 (0.49, 0.53) 67.6 0.47 (0.45, 0.50)

Niblack 1986 31 66.7 0.50 (0.48, 0.52) 66.8 0.45 (0.43, 0.47)

Yanni and Horne 1994 63.3 0.42 (0.41, 0.44) 65.3 0.42 (0.41, 0.44)

Otsu 1979 62.7 0.41 (0.40, 0.43) 64.6 0.41 (0.39, 0.43)

Ridler and Calvard 1978 62.3 0.40 (0.39, 0.42) 64.2 0.40 (0.39, 0.42)

Lloyd 1985 60.2 0.37 (0.35, 0.38) 62.7 0.37 (0.36, 0.39)

Kittler and Illingworth 1986 58.2 0.34 (0.32, 0.35) 60.4 0.34 (0.32, 0.35)

Jawahar et al. 1997 57.3 0.32 (0.31, 0.34) 60.5 0.34 (0.33, 0.36)

Ramesh et al. 1995 56.0 0.31 (0.29, 0.32) 59.4 0.32 (0.31, 0.34)

Sauvola and Pietaksinen 2000 31 55.5 0.30 (0.29, 0.31) 58.4 0.30 (0.29, 0.32)

Shanbhag 1994 53.2 0.28 (0.27, 0.29) 60.9 0.36 (0.34, 0.37)

Kapur et al. 1985 43.4 0.18 (0.17, 0.19) 51.4 0.23 (0.22, 0.24)

Abutaleb 1989 39.9 0.15 (0.15, 0.16) 45.1 0.17 (0.17, 0.18)

Leung and Lam 1998 37.6 0.14 (0.13, 0.14) 53.0 0.24 (0.23, 0.25)

White and Rohrer 1983 15 36.5 0.13 (0.12, 0.14) 42.0 0.15 (0.14, 0.16)

Yen et al. 1995 23.7 0.07 (0.06, 0.07) 41.5 0.15 (0.14, 0.16)

Dunn et al. 1984 2.7 0.01 (0.01, 0.01) 13.2 0.03 (0.03, 0.03)

Table 1. Overall results. All window-based algorithms are evaluated at their best window size. In addition to general

recall and precision rates, more precise estimates of the odds multipliers and their 95% confidence intervals are given.
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Figure 3. Recognition performance (recall) of Gatos et

al. 2004, the top-performing window-based local binari-

sation algorithm, on each of the books in the test set. Note

that there is no one optimal threshold.

(1994), Yen et al. (1995), and Brink and Pendock (1996).

We chose two object attribute methods, Pikaz and Aver-

buch (1996) and Leung and Lam (1998), and one spatial

information method, Abutaleb (1989). Local threshold-

ing techniques, which rely on the properties of a small

window surrounding each pixel are commonly used de-

spite their computational expense; we chose the meth-

ods of White and Rohrer (1983), Bernsen (1986), Niblack

(1986), Mardia and Hainsworth (1988), Yanowitz and Bruck-

stein (1989), Sauvola and Pietaksinen (2000), and Gatos

et al. (2004). Full references for these algorithms may be

found in [1, 2, 9]. Finally, we developed a new algorithm

that considers binarisation to be not a 2-class but a 3-class,

foreground–bleed-through–background problem [6].

3 RESULTS

Although there is no standard metric for performance in

OMR, Aruspix provides symbol-level recall and precision

rates, as is standard in speech recognition and many other

tasks in information retrieval. The appropriate statisti-

cal tool for analysing precision and recall across a data

set is binomial regression, also known as logistic regres-

sion. The regression parameters are best interpreted as

odds multipliers relative to some baseline such as a well-

known or high-performing algorithm [5]. In this paper, we

have taken the baseline to be the performance of our best

algorithm, which means that the odds multipliers range

conveniently from 0 to 1 and represent the fraction of best

possible performance one can expect from an algorithm.

Before assessing performance across the data set, we

needed to find the best window sizes for the locally adap-

tive algorithms. Previous work had suggested that the

ideal region size was between 8 and 32 pixels for nor-

Figure 4. Recognition performance (recall) of all algo-

rithms across the entire test set. One can see that the best

algorithms perform fairly consistently while the poor al-

gorithms lack consistency.

malised staves, or between 1/2 and 11/2 staff spaces [7].

Somewhat surprisingly, we found that there is no optimal

region size. Figure 3, for example, shows the recogni-

tion performance of Gatos et al. 2004 for each book in

the test set. For two books, the performance increases

with window size for a time and then plateaus. For two

others, the performance peaks at a window size of about

18 pixels and begins to decrease significantly as window

size increases further. If binarisation had to be performed

before staff recognition, tuning this parameter would be

even more difficult if not impossible. Despite their advan-

tages on manuscripts with markedly uneven (or stained)

background, there is good reason to seek non-parametric

alternatives to these locally adaptive algorithms.

Fortunately, there are a number of non-parametric al-

gorithms that perform much better than the window-based

set. Table 1 presents a complete list of the performance of

all algorithms. It is divided into the two traditional met-

rics of recall, or the percentage of symbols on the page

that were found during the OMR process, and precision,

or the percentage of symbols in the OMR output that were

in fact on the page. In addition to overall recall and preci-

sion rates, we present the odds multiplier scores, which

are a much more accurate means of comparing the al-

gorithms. The odds multipliers are presented along with
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their 95-percent confidence intervals to enable the reader

to identify where the rankings are statistically significant

and where they represent clusters. Wherever the confi-

dence intervals are separated, e.g., between Niblack 1986,

with a low point of 0.48, and Yanni and Horne, with a high

point of 0.44, the difference is statistically significant.

Table 1 is ordered by recall performance, which is the

most important measure to optimise when trying to reduce

human editing costs after the OMR process. The clear

winner is Brink and Pendock 1996, which performs sig-

nificantly better than all others in both performance and

recall; a sample of its output appears in figure 2a. The new

Pugin 2007 algorithm is a close second. The only locally

adaptive algorithm to perform well was Gatos et al. 2004

(see figure 2b), a variant of Niblack 1986 that has been de-

signed especially to treat document degradation. There is

a large and significant performance gap in both recall and

precision after Li and Lee 1993, which suggests that OMR

researchers should concentrate their efforts on the top five

algorithms in the table. None of them has received much

attention to date, and indeed, the most commonly used

binarisation algorithm is the notably mediocre Otsu 1979

(see figure 2c).

A more visual representation of some of the data in

Table 1 appears in figure 4. This figure is a box-and-

whisker plot on recall performance for every image in the

test set. The whiskers extend to the maximum and min-

imum performance for each algorithm, excepting cases

where the performance is so high or low that it should

be considered an unrepresentative outlier. These outliers

are marked with small crossed boxes and tend to occur for

the most difficult images in the set. The open white rect-

angles, which range from the first to third quartiles, give

a visual cue to the amount of variance in each algorithm,

and the line in the centre of each box denotes median per-

formance. The most interesting aspect of this diagram is

that the difference among these algorithms is not their best

performance, which is acceptable for almost all of them,

but rather their consistency of performance. The algo-

rithms that rank poorly overall do so because their per-

formance is widely variable, which puts undue pressure

on the OMR process and makes quality control difficult.

The best algorithms, in contrast, perform well not just on

average but consistently almost all the time.

As mentioned earlier, we selected these 24 algorithms

in particular because they have historically performed well

on either or both of document and NDT images. Our re-

sults, however, differ considerably from Sezgin and San-

kur’s evaluations on these two classes of algorithms. Brink

and Pendock 1996, for example, is only an average per-

former on Sezgin and Sankur’s document images and the

worst performer on NDT images. Sauvola and Pietksi-

nen 2000 and Kittler and Illingworth 1986, in contrast, are

Sezgin and Sankur’s top performers for document images

whereas they only obtain recall scores of 0.34 and 0.30

here. These differences confirm the special nature of mu-

sical documents and the necessity of developing a distinct

set of image processing techniques for them.

4 SUMMARY AND FUTURE WORK

Using a quantitative, goal-directed evaluation technique,

we have performed an analysis of unprecedented scope for

OMR. The project synthesises the most important surveys

of image binarisation techniques and supplements them

with the most recent work in the field. The results demon-

strate the value of music-specific methods for image pro-

cessing and provide a music-specific performance refer-

ence for the most successful binarisation algorithms in the

field. The particular success of the three-class model in

Pugin 2007 suggests that the other best-performing algo-

rithms could be adapted fruitfully to improve their perfor-

mance still further on documents suffering from difficult

bleed-through.
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