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Abstract

We develop a two-level selection model in the framework of evolutionary game theory, in which fitness selection at different levels is

related to different games. We consider an archipelago of communities, such that selection operates at an individual level inside each

community and at a group level whenever evolution of communities is at stake. We apply this model to the evolution of social norms, an

open problem of ubiquitous importance in social science. Extensive statistical analysis of our results lead to the emergence of one

common social norm, of which the evolutionary outcomes in different communities are simple by-products. This social norm induces

reputation-based cooperative behavior, and reflects the evolutionary propensity to promote simple, unambiguous norms, in which

forgiveness and repent are welcome, while punishment is implacable.

r 2005 Elsevier Ltd. All rights reserved.
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1. Introduction

It is well known that biological entities typically compete
and cooperate among themselves, being capable of building
communities that also compete and cooperate among
themselves. For example, genes within an organism tend
to cooperate, although in some situations, e.g. meiotic
drive (see Pomiankowski, 1999, and references therein)
they become fierce competitors. As such, and indepen-
dently of which is the fundamental unit of natural
selection—the gene (Dawkins, 1976) or the individual
(Gould, 1984; Sober and Lewontin, 1984)—it is clear that
natural selection constitutes a multi-scale process acting
through intricate networks of interactions under the
combined effect of competition and cooperation. Indeed,
a large body of work exists on multi-level selection, as
reviewed, for instance, in Keller (1999).

The following example illustrates the problem. Consider
a population of two different kinds of individuals, A and B,
e front matter r 2005 Elsevier Ltd. All rights reserved.
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and suppose that the A2A and B2B interactions are much
stronger than the A2B interaction. Then, if individuals of
both types play an iterated prisoner’s dilemma (adequately
parametrized), the strategy ‘‘cooperate with individuals of
the same type, defect against the other type’’ will evolve. If,
furthermore, there is any cohesion force (e.g. a kin selection
mechanism, for instance resulting from genetic relatedness
between A individuals and also between B individuals),
then the A-population and the B-population may play as
single units against each other. In other words, there will be
two co-existing levels of selection, one at the individual
level, the other at the group level.
In this work we develop a mathematical model

incorporating two levels of selection, based on evolution-
ary game theory. This means that our units of selection
interact among themselves and also organize in groups that
interact with each other. Similarly to the example given,
different issues will be at stake at each level. Therefore,
they will be modeled using an appropriate (different) game,
in contrast with other two-level models (Trausen et al.,
2005; Paulsson, 2002). Group selection mechanisms for
cultural evolution have been studied in Bowles et al. (2003),
Bowles and Ginits (2004), Boyd and Richerson (1985,
1990), Henrich and Boyd (2001), and Boyd et al. (2003),

www.elsevier.com/locate/yjtbi
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whereas empirical data supporting group selection were
examined in Soltis et al. (1995).

We shall apply our model to study the evolution of social
norms of cooperation (in Kandori (1992) a game theore-
tical study of community enforcement of social norms has
been carried out), an important concept in social science,
where the existence of social norms is very often invoked,
despite the fact that their origin and evolution remain big
unsolved problems in this area. To this end we adapt to the
present framework the seminal work recently developed in
Brandt and Sigmund (2004, 2005), Ohtsuki and Iwasa
(2004). Nonetheless, the framework proposed has a scope
which extends well beyond the particular application to the
evolution of social norms considered here.

More explicitly, in Brandt and Sigmund (2004, 2005) an
‘‘assessment module’’ (which we call a ‘‘norm’’) was
introduced as a way of giving relative merit to the actions
performed by the players, evaluating each action as ‘‘good’’
or ‘‘bad’’. From this definition, individual-based simula-
tions compared the efficiency of some modules as
promoters of cooperation. On the other hand, in Ohtsuki
and Iwasa (2004) the same concept was called ‘‘reputation
dynamics’’ and for all possible given ‘‘reputation dy-
namics’’ all possible Evolutionary Stable Strategies (ESS)
were classified. Among these, eight were selected as the
most efficient as promoters of high average payoff, and as
such become crucial to the understanding of the evolution
of cooperation (‘‘the leading eight’’). In this work we go
further in this analysis and introduce a dynamics on the
space of norms, allowing natural selection to choose,
among all possible equilibra, the most robust, stable, and
efficient. In particular, we associate the outcome of
evolution at the lowest level of selection with group fitness.
1Group selection seems, however, to be more adequate to study cultural

evolution (Soltis et al., 1995).
2. The model

We consider an archipelago, each island being occupied
by a group of individuals. These groups live in semi-
isolation, i.e. most of the time individuals of a given island
interact with their island’s co-inhabitants. Let us define this
process as ‘‘peace’’ time. From time to time, different
islands interact. This we define as ‘‘war’’ time (although
one should not take these names too seriously). During
war-time, individual behavior becomes irrelevant, each
island acting as a whole.

Each island has a social norm, which is shared by all its
inhabitants. This social norm, or ‘‘moral’’, dictates how a
certain action performed by an individual affects his/her
reputation. On the other hand, individuals in the popula-
tion behave according to their own strategies, which define
how an individual acts when engaging with another
individual in the social dilemma game described below.
The fitness of each individual is associated with the total
payoff accumulated as a result of his/her interactions with
each co-inhabitant of the same island. Such fitness
determines the probability to successfully pass the indivi-
dual’s strategy to the next generation. This constitutes the
lowest level of selection.
Both norms and strategies change in time, but while

strategies evolve under individual interactions within one
island, at the lowest level of selection, the norms will evolve
based on the performance of each island as a whole. This
means that the time-scales associated with each mechanism
are different, evolution of norms taking place at a slower
rate than the evolution of individual strategies. For
simplicity, we assume that social norms remain unchanged
during peace time and possibly change as a result of
confrontation between islands (war-time).
Since the actions of individuals depend on reputation,

which in turn depends on the social norm, the average
fitness (defined as the average payoff of the game in the
lowest level) of an island achieved during peace time will
depend on the social norm adopted by that island. We use
the average fitness of an island, resulting from interactions
between individuals from that island throughout peace
time, as a feedback mechanism determining the evolution
of the social norms. In this way, islands performing better
during peace time will confer to their associated norms a
fitness advantage, i.e. they are better equipped to win a
conflict. During war time, after each conflict between
islands, the defeated island will be forced to change its
norm in the direction of the winner, if the victor island
adopted aggressive strategies. In this case a small part of
the population of the defeated island is eliminated and
replaced by migrants from the victor island, which keep
their strategies but change their norms to the one of their
new homeland. In practice, this means that the individual
absorption by the island norm is much faster than the
typical norm changes (Soltis et al., 1995). In any case,
norms are subject to possible mutations. We do not worry
about the precise way in which norms and strategies are
passed from generation to generation (cultural or genetic
transmission).1

After a long succession of war-and-peace cycles, the
archipelago will reach a stationary situation in which
islands will adopt successful norms and individuals adopt
successful strategies inside each island. The analysis of
these norms and strategies will be the topic of next section.
Now, we describe the two levels of selection and respective
games in further detail.

2.1. Norms and individual behavior

Let us consider a given ‘‘island’’, and describe the
evolution inside this island.
We consider a two-people reputation game (the ‘‘give-

and-receive game’’, introduced in Nowak and Sigmund
(1998a, b)), where in each interaction one of the players
acts as donor, while the other acts as recipient. In each
round, the donor should decide if (s)he shall provide (play
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Table 1

String representation of a social norm

Donor (old

score)

Recipient Result of the

game

Donor (new

score)

GOOD GOOD GIVE Nð7Þ

GOOD GOOD NOT GIVE Nð6Þ

GOOD BAD GIVE Nð5Þ

GOOD BAD NOT GIVE Nð4Þ

BAD GOOD GIVE Nð3Þ

BAD GOOD NOT GIVE Nð2Þ

BAD BAD GIVE Nð1Þ

BAD BAD NOT GIVE Nð0Þ

Each norm is represented by a string of 8 bits, each of which determines

the new reputation of an individual based on his decision to GIVE or NOT

GIVE when acting as a donor towards a given recipient. The final

assessment takes into account not only the action of the donor, but also

the previous reputations of both donor and recipient, leading to the 8

possible combinations tabulated.

Table 2

String representation of an individual strategy

Donor’s score Recipient’s score Donor’s behavior

GOOD GOOD Að3Þ

GOOD BAD Að2Þ

BAD GOOD Að1Þ

BAD BAD Að0Þ

Each 4-bits strategy determines the individual’s action as a donor—to GIVE

(1) or NOT GIVE (0)—to a given recipient, a decision based on the

reputation of both individuals, which is determined by the social-norm

under which they live in a given island. This leads to the 4 possible

combinations tabulated.
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GIVE) or not (play NOT GIVE) a certain help to the recipient.
If he/she plays GIVE, then his/her own payoff is decreased
by 1, while the recipient’s payoff is increased by b41. If he/
she plays NOT GIVE, the individual payoffs remain
unchanged (following common practice (Brandt and
Sigmund, 2004; Nowak and Sigmund, 1998b; Leimar and
Hammerstein, 2001), we increase the payoff of every
interacting player by 1 in every round to avoid negative
payoffs). This action will be witnessed by a third-party
individual who, based on the island’s social norm,
will ascribe (subject to some small error probability
ma51) a new reputation to the donor, which we assume
to spread efficiently without errors to the rest of the
individuals in that island. This corresponds to the so-called
‘‘indirect observation model’’ defined in Ohtsuki and
Iwasa (2004).

In Nowak and Sigmund (1998b), the idea of ‘‘image
score’’ was introduced as a way to measure the reputation
of each player. The score serves as an indication of how he/
she behaved in the past, being higher for the ones who
played GIVE and lower for those that systematically refused
help. This idea seems too restrictive, as the score of a player
will increase after playing GIVE irrespective of the score of
the co-player. This rules out other possibilities, such as the
central idea of punishment of bad players (Fehr and
Fischbacher, 2004; Boyd et al., 2003).

A simple means to overcome this limitation was
introduced in Brandt and Sigmund (2004) and Ohtsuki
and Iwasa (2004). Each individual has a binary reputa-
tion—GOOD or BAD associated with the integers 0 and 1,
respectively—which is ascribed to the individual based on
his/her past behavior, evaluated according to the island’s
norm. The norm N ¼ Nð7Þ � � �Nð0Þ, NðiÞ ¼ 0 or 1,
i ¼ 0; . . . ; 7, is an islands attribute, shared by all its
inhabitants, and history of behavior resumes to the
previous interaction of an individual, acting as a donor.
As such, and because the norm must specify the reputation
associated with all possible interaction scenarios within
such a limited memory horizon, there will be a total of 256
possible norms, associated with a 8-bit binary digit
encoding all possibilities, each associated with a possible
combination of actions, as shown in Table 1.

As a result, each individual ‘‘is born’’ with a GOOD initial
reputation and after each round where (s)he played as
donor, his/her new reputation will be NðiÞ, with i matching
the action taken and the reputations of the two individuals
involved in that round. We could as well consider a ninth
digit encoding the reputation at birth—initial condition. As
extensive computations show, this is immaterial to the final
result, and we will not consider it here.

Each individual adopts a well-defined strategy, corre-
sponding to the ‘‘action module’’ of Brandt and Sigmund
(2004) also called ‘‘behavioral strategy’’ in Ohtsuki and
Iwasa (2004). This means that when two individuals, with
given reputations, interact, the donor will 0 ¼ not give or
1 ¼ give according to his own strategy A ¼ Að3ÞAð2Þ
Að1ÞAð0Þ, AðiÞ ¼ 0 or 1, i ¼ 0; . . . ; 3, detailed in Table 2.
Even when the strategy of an individual compels him to
cooperate, he may fail to do so with a probability me51,
which allows for the occurrence of execution errors.
Overall, there are 16 ð24Þ different strategies. Initially all

strategies are randomly distributed among players and
after each generation these strategies reproduce according
to their relative payoff (population size is kept constant).
In our simulations we have I0 ¼ 64 islands with n0 ¼ 128

individuals each. To each island we attribute a randomly
generated 8-bits string, the ‘‘norm’’ NI ¼ NI ð7Þ � � �NI ð0Þ,
NI ðiÞ ¼ 0 or 1, I ¼ 1; . . . ; I0, i ¼ 0; . . . ; 7. These norms can
be considered as resulting from the ‘‘founders effect’’, so we
will not discuss the evolutionary path that leaded to them.
Inside each island, each player interacts once with every

other player by means of the give-and-receive game with
given and fixed parameter b41, assuming with equal
probability the role of donor or receiver. This applies to all
islands.
After all interactions take place, one generation has

passed. ‘‘Reproduction at the lowest level of selection is
based on payoff in the following way (Brandt and Sigmund,
2004): to reproduce individual A choose randomly, propor-
tional to payoff, a neighbor (say, B) of A (including A). A’s
offspring will then inherit B’s strategy.’’
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Table 3

Payoff matrix for the Island’s game

DOVE HAWK

DOVE V

2
� T

0

HAWK V ðV �W Þp� Lð1� pÞ

Depending on the role played by each island—HAWK or DOVE—their payoff

after the conflict is given by the matrix above, which also determines the

partitioning of resources between the two intervening islands.
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Furthermore, after one generation, we compute the
normalized average payoff GDPI for each island which will
be used whenever pairs of islands engage in conflict, as
described next.

2.2. Conflict between communities

Assume a complete graph for the Network of Contacts
(NoC) of each island, i.e. every island is directly connected
to every other island. (The same is assumed for the
individuals in the previous section.) This assumption
corresponds to the settings used in Brandt and Sigmund
(2004) for finite populations as well as in Ohtsuki and
Iwasa, 2004 for infinite populations.

We attribute a probability W c, identical for all islands,
that, during war-time, each island engages in a conflict with
any other island. If island A goes to war, then we choose its
adversary from the set of direct neighbors specified by the
NoC. Let us call it B. GDPs are GDPA and GDPB,
respectively.

For each island there are two possible strategies, HAWK

and DOVE, similar to the Hawk-and-Dove game described
in Smith (1982). We give payoff values V for ‘‘victory’’, T

for the investment of each player when both decide to play
DOVE, W for the cost of fighting for the winner and L for
the cost of fighting for the loser. We also introduce
pðGDPA;GDPBÞ ¼ pðGDPA �GDPBÞ for the probability
that A wins a contest against B (estimated by A) when
both play HAWK with given GDP. In particular, we shall
adopt

p ¼ pyðxÞ ¼ ½1þ expð�x=yÞ��1,

where yX0 is the ‘‘temperature’’, assumed equal for all
islands. (This ‘‘isothermal’’ assumption means that there is
an universal way of estimating chances of victory, which,
by chance, is the correct estimation.) Note that
pyðxÞ þ pyð�xÞ ¼ 1.

Following Crowley (2000), our payoff matrix M (for
player A) is given by Table 3.

The most interesting scenario (Crowley, 2000) occurs
whenever L4W40, V4W40, LþW4V42T40 and,
in order to avoid negative payoffs, we add the absolute
value of the minimum possible payoff, L, to all players
after one conflict, a procedure which does not introduce
any changes in the game.

We assume that islands are such that island A will play
HAWK with probability qðpyðGDPA �GDPBÞÞ associated
with the Nash equilibrium of the game’s payoff matrix.

Defining r :¼ ðV �W þ LÞp� L we write:

qðpÞ ¼

1 if rX0;

1�
r

ðV=2Þ þ T

� ��1
otherwise:

8><
>:

To understand the above formula, we consider the
payoff matrix M in Table 3. If ðV �W Þp� Lð1� pÞ ¼

rX0 then, it always pays to play HAWK. Now, consider
ro0. In this case the Nash equilibrium is given by a
mixed strategy, which is equivalently determined (Hof-
bauer and Sigmund, 1998) as the attractor of the replicator
dynamics

_q ¼ qððM~qÞ2 �~q �M~qÞ ¼ qð1� qÞ r�
V

2
þ T

� �� �
q

�

þ
V

2
þ T

� ��
,

where ~q ¼ ð1� q; qÞ. The equilibrium points are given by
q ¼ 0, q ¼ 1 (unstable) and the only stable point (o-point)
is given by q ¼ qðpÞ.
Similarly, island B will play HAWK with probability

qðpyðGDPB �GDPAÞÞ ¼ qð1� pyðGDPA �GDPBÞÞ. It is
important to understand q as a probability (of playing
HAWK) and not as a frequency.
After conflict, the norms adopted by islandsA and B will

possibly change from what they were before. Let QðAÞ be
the payoff obtained by A and QðBÞ that obtained by B as a
result of the game. Then:
�
 If A played HAWK and QðAÞ4QðBÞ, then the 8-bit norm
NB ¼ NBð7Þ � � �NBð0Þ, will change according to:

NNEW
B ðiÞ ¼ NOLD

B ðiÞ with probability
ð1� ZÞQðBÞ

ZQðAÞ þ ð1� ZÞQðBÞ
,

NNEW
B ðiÞ ¼ NOLD

A ðiÞ with probability
ZQðAÞ

ZQðAÞ þ ð1� ZÞQðBÞ
,

if NOLD
A ðiÞaNOLD

B ðiÞ and is mutated by mN51 if
NOLD

A ðiÞ ¼ NOLD
B ðiÞ. The parameter Z 2 ½0; 1� is the ‘‘will

for change’’, such that 1� Z acts as an inertia for
changing.
The population (and its individual strategies) also
changes in this case, eliminating at random a fraction
f ¼ Z0QðAÞ=ðZ0QðAÞ þ ð1� Z0ÞQðBÞÞ, Z0 2 ½0; 1�, of indi-
viduals of the defeated island, replacing them (again at
random) by individuals (and their strategies) from the
victor island.

�
 Same as before, swapping A and B.

�
 If A played HAWK and QðAÞpQðBÞ or if A played DOVE,
then norm entries NBðiÞ are mutated with probability
mN51 and the population strategies are mutated by mS.

�
 Same as before, swapping A and B.
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This provides an updating rule for the norms and for the
population, and after this step we are back to peace,
evolution being dominated by individual interactions
within each island. During ‘‘peace’’ time, norms are kept
constant.

The war-and-peace cycle is repeated until it reaches a
stationary state.

It is important to state that it is not clear to what extent
is this Hawk-and-Dove game a fundamental feature of the
conclusions below. Other games can be easily imagined, as
for example the ‘‘War of Attrition’’. In this case the GDP
should be identified (as before) with the ability to win the
contest and should also be clearly exhibited by the island,
in the form of display. The result of the game is then settled
without escalation, in such a way that the island with larger
GDP is certainly the victor (Smith, 1982).

3. Numerical simulations and analysis

In our simulations, we adopted the following values:
I0 ¼ 64, n0 ¼ 128, V ¼ 1, T ¼ 0:01, W ¼ 1=2, L ¼ 3=4,
y ¼ 0:0005, Z ¼ 0:1, Z0 ¼ 0:0005, mN ¼ 0:0001, mS ¼ 0:01,
ma ¼ me ¼ 0:001, W c ¼ 0:001. The benefit b varied from a
large range of parameters (see below). We ran the
simulation for 5000 generations and computed the average
using the last 1000 results. (As a cross-validation, results
did not change if instead we ran simulations for 10000
generations, which means that—some kind of—steady
state has been reached. No changes are observed if we
choose another set of parameters, i.e, the results presented
below seem to be very robust.)

The first result to be analysed is the (statistical)
distribution of norms among all the islands in the
archipelago. If the mutation rate were small enough (which
does not seem to be the case), one could expect each bit of
the norm—we call it ‘‘gene’’—to be fixed or lost (as is well-
known in population genetics; Kimura, 1962). Unfortu-
nately small mutation rates could easily lead to entrapment
in unwanted metastable states. Consequently, we decided
to increase the mutation rate and extract statistical
information from ‘‘genes’’ not necessarily fixed in the
Table 4

PMN dependence on benefit

b PMN b

1011101X

1.25 10111101 5

10111010

10111000

1.5 100110X0 8

10011001

11011001

2 X1011001 10

10111X10

For each value of the benefit b, we illustrate typical results obtained for the Pseu

in this PMN persist for all valus of b.
following way: We consider the final result (i.e. the last
1000 generations) and state that ‘‘gene’’ fixation occurs
whenever it was present in more than 98% of the islands’
norms in a given archipelago (we found the same results
using as threshold for fixation 95%). In this way we created
what we call a ‘‘Pseudo-Macro-Norm’’ (PMN) for every
run, consisting of a 8-digits string of 0, 1 (if 0 or 1 were
fixed, respectively) and X (if none was fixed). Typical
results are provided in Table 4 for different values of b.
We repeat this analysis for 10 groups of 20 simulations,

generating 10 tables of gene frequency in PMNs for
different values of the benefit b. From these 10 tables, we
compute the average (f 0, f 1 and f X ) and the standard
deviation (d0, d1 and dX ) of the gene frequencies of
0, 1 or X in the PMN, on the basis of which we construct
what we call a ‘‘Meta-Norm’’. This consists of a string of 8
genes, 0, 1 or � obtained from the following rules: if
jf 0 � f 1j4maxfd0; d1; f X g, we say that 0 is fixed (if f 04f 1)
or 1 is fixed (if f 14f 0). If neither is fixed, we write � for that
‘‘gene’’ position. Results for the Meta-Norms as a function
of b are provided in Table 5.
From Tables 4 and 5 it is clear that the Norm

10011001ð¼ 153Þ is ubiquitous. More precisely, all norms
in Table 5 are (at most) degeneracies of the norm 153. For
b ¼ 20, we show in Table 6 the frequencies of 0 and 1
ðj0;j1Þ of the final norm of each island, for each gene,
including all (200) simulations. The results are fully
consistent with the dominance of the norm 153.
Despite the fact that genes 1, 2, 3, 4, 6 and 7 are not the

most frequent they are the only ones to appear for every b

in the studied range. On the other hand, for b ¼ 20, genes
4, 7, 2 and 0 are the most frequent (in this order). As such,
the strongest information (very frequent and valid for large
range of benefits) is given by gene 4: GOOD individuals
remain GOOD if they refuse to help BAD individuals. After
comes gene number 7, which states that GOOD individuals
remain GOOD by helping GOOD individuals. The next genes
(in importance) states that when a BAD individual refuses
help to a GOOD individual, he remains BAD whereas if the
same person acts the same way against another BAD player,
his/her reputation will change right away.
PMN b PMN

10111001 1101X001

10111X1X 15 10011010

10011001 10X11001

10011001 10011001

100111XX 18 10111010

10011000 10011000

10111110 1X000001

10X11001 20 110X1000

11010001 10111011

do-Macro-Norm defined in main text. The results show how specific genes
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Table 6

Frequency of 0 and 1 for each gene

Gene j0 j1 Gene j0 j1

0 0.196 0.804 4 0.084 0.916

1 0.729 0.271 5 0.593 0.407

2 0.849 0.151 6 0.766 0.234

3 0.296 0.704 7 0.149 0.851

For a benefit b ¼ 20, we tabulate the overall frequency of occurrence of

bit-values 0 ðj0Þ and 1 ðj1Þ for each bit in the social norms occurring

during the last 1000 generations of all islands in a total of 200 archipelago-

simulations carried out.

Table 5

Meta-Norm dependence on benefit

b Meta-Norm b Meta-Norm

1.25 1001100� 8 10011001

1.5 1001100� 10 10011001

2 10011001 20 10 � 11001

3 10011001 30 10 � 1100�

4 10011001 40 10 � 11001

5 10011001 100 10 � 1100�

6 10011001 200 10 � 1100�

For each value of the b, we show the results obtained for the Meta-Norm

defined in main text. Irrespective of whether a given gene is fixed or not, all

Meta-Norms are consistent with norm 153 for all values of b.

AL
LD 1

AN
D

SE
LF 4 5 6 7 8 9
CO O
R 12 13 14

AL
LC

0

0.1

0.2

0.3

0.4

F
re
qu

en
cy

Fig. 1. Different strategies which co-evolve under the norm 153. We plot

the frequency with which each strategy occurs in an island under the norm

153. The last 1000 generations of each of the 200 simulations carried out

for b ¼ 20 have been used. The largest share is split between the

cooperative strategies CO and OR, followed by strategies 5 and 13 and, to

a lesser extent, by strategy ALLC. The predominance of cooperative

strategies is clear, strategies 5 and 13 being the opposite strategies of CO

and OR, respectively.
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When we fix the island norm to 153 and investigate the
evolution of the strategies under such a norm, islands
become dominated by the cooperative strategies CO and
OR (Brandt and Sigmund, 2004), with over 1=3 of the
population adopting each, as shown in Fig. 1, whereas
strategies 5 and 13 occur with a frequency of 10% or less,
ALLC completing the strategy distribution.
4. Discussion

Our model of the evolution of social norms naturally
leads to the emergence of several features which are widely
recognized as prototypical in what concerns the existence
of social norms and their role in human cooperation.
Whenever one of the two islands engaging in a conflict
wins, a small fraction Z0 of individuals (and their strategies)
from the victor island migrate to the loosing island. We
used a very small value for this fraction ðZ0 ¼ 0:0005Þ, but
still this parameter is of fundamental importance. This
number means that up to 3.2% of the island’s population
migrates after one round. The discussion below does not
change for others small but positive values of Z0. If Z0 ¼ 0,
not only it is harder for norms to evolve into a stationary
state, but also individual strategies inside a given island
often fail to maximize the fitness of that island. This
happens because ALLD is the only ESS for all possible
norms (Ohtsuki and Iwasa, 2004). This changes profoundly
whenever Z0a0 in which case islands rapidly achieve a
maximal possible fitness, and strategy evolution inside each
island is much more consistent. This is in strong agreement
with previous suggestions that a small migration seems to
be essential for group evolution (Soltis et al., 1995; Rogers,
1990). Furthermore, norms also evolve into better defined
stationary states. However, and in full accord with
empirical evidence (Fehr and Fischbacher, 2004), it is
possible that different strategy distributions maximize an
island’s fitness, under the same norm. Likewise, different
norms may coexist with maximum fitness with an under-
lying distribution of strategies in the population which may
be distinct. This, in turn, corresponds entirely to the
existing anthropological evidence indicating that human
groups differ greatly in their social norms (Sober and
Wilson, 1998; Henrich et al., 2001) and that the existence of
social norms favors the occurrence of few strategies within
groups, but a great heterogeneity in the distribution of
strategies among different groups abiding to different
norms.
A very interesting feature of the norm 10011001 is that

the only important information for moral judgments
resides in the recipient’s score and the final result, but
not in the current status of the donor. In other words, the
only GOOD behaviors are: help GOOD individuals and refuse
help to BAD ones which makes it easier for anyone to
achieve good standards after a single act. The last gene,
Nð0Þ, for example, is associated with the possibility of
‘‘forgiveness’’, which seems to be very important for a
rapid achievement of a high level of cooperation. On the
other hand, under this norm, society can readily punish a
GOOD player after a single BAD move. This results in a
strong pressure toward cooperation.
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It is interesting to note that in the norms (‘‘assessment
modules’’) studied in Brandt and Sigmund (2004) the
possibility of forgiveness to a BAD player not helping other
BAD players has been ruled out. More precisely, if a BAD

player meets another BAD player in the JUDGING norm, he/
she cannot change his/her score. On the other hand, a GOOD

player who meets a BAD one in the STANDING norm is in an
extremely comfortable situation: (s)he will be considered
GOOD in the next round irrespective of the action decided.

In Axelrod (1984), the success of the strategy TIT-FOR-
TAT in the iterated prisoner’s dilemma was attributed to
some simple facts, including not being the first to defect
and reciprocating immediately both to cooperation and to
defection. We can do the same analysis here. The success of
the norm 153 can be attributed to never being morally
dubious (to each encounter there is one GOOD move and
one BAD one). Also, it is always possible for anyone to be
promoted to the best standard possible in a single move.
Conversely, one bad move will be readily punished with the
reduction of the player’s score. It is important to stress that
this norm has zero history (meaning that the previous
donor’s score is immaterial to the result), while our
simulations allowed up to one-round history (donor’s
score) and memory (recipient’s score). Consequently, if we
restrict the analysis to the subspace of zero-history norms
then Nð7ÞNð6ÞNð5ÞNð4Þ ¼ Nð3ÞNð2ÞNð1ÞNð0Þ. Imposing a
clear definition of GOOD and BAD behaviors, we have
Nð7ÞNð6Þ ¼ 10 or Nð7ÞNð6Þ ¼ 01 and the same for
Nð5ÞNð4Þ. We can go further and say that GOOD and BAD

individuals should be treated differently, and then
Nð7ÞaNð5Þ and Nð6ÞaNð4Þ. Within this subspace, we
have only 10011001 and 01100110, and only the first is able
to promote cooperation (is economically viable). As with
the iterated prisoner’s dilemma, simplicity is the key to the
success. This provides a direct interpretation of the bits 0
and 1, justifying why we called then BAD and GOOD,
respectively.

As pointed out in Mackie (1995) and Alexander (1995), a
better understanding of reputation dynamics should
include group selection, leading to selection operating at
different levels. Our results making use of the presently
developed two-level selection framework show that the
conjectures advanced in Mackie (1995) and Alexander
(1995) are entirely justified. In Ohtsuki and Iwasa (2004),
an evolutionary explanation of goodness was drafted. In
this sense, this work confirms such a sound definition of
good and bad behaviors. We further note that, in the
notation of Ohtsuki and Iwasa (2004), norm 153 is one of
the ‘‘leading eight’’. For this norm the strategy CO is an
ESS (Ohtsuki and Iwasa, 2004), being precisely one of the
leading strategies for the norm 153 found in our simula-
tion. It is important to remember that the concept of ESS
in reference (Ohtsuki and Iwasa, 2004) is related only to
invasion by a small amount of different strategists, while
here we also consider a second level of competition,
namely, for the islands. ESSs for two-level games were not
computed in this work.
This work leaves many questions unanswered. In
particular, we believe it is worth investigating how the
intrinsic cognitive capacity of each individual will affect the
evolution of social norms, since changes may have an
impact not only in what concerns the overall pressure
toward cooperation, but also in the capacity of each
individual to be socially forgiven, thereby recovering a
good reputation. After all, it is precisely the cognitive
capacity of humans that allows them to set and enforce
social norms (Stevens and Hauser, 2004), thereby distin-
guishing them from all other biological species. More
specifically, a natural follow up of this work would be to
include norms with longer memory and history capabilities.
However, to the extent that the previous analysis is correct,
we expect to observe no substantial changes in the result,
that is, the resulting norm should also exhibit zero-history.
On the other hand, one may allow different scores for
different individuals in the same island, both general-
izations being realizable in nature at the expense of
additional cognitive capabilities (individual recognition
and long memory and history). Another possible general-
ization would be to allow for intermediate values between 0
and 1 for each norm ‘‘bit’’. Furthermore, the role of
population structure, not only between individuals in each
island but also in what concerns the (co-evolving) topology
of the NoC between islands in an archipelago, should not
be overlooked, in view of the recent findings concerning the
importance of the NoC in promoting cooperation (Pacheco
and Santos, 2005).
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