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Linearly separable patterns
w0+w1x1+w2x2=0



Two Class Problem: Linear Separable Case

Class 1

Class 2
• Many decision 

boundaries can 
separate these two 
classes
• Which one should we 

choose?



Example of Bad Decision Boundaries
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Discriminant Functions  





• y(x) gives the perpendicular signed distance of the point x from the 
decision surface. We represent x as 



Optimal Hyperplane for Linear Separable 
Patterns









Good Decision Boundary: Margin Should Be 
Large

• The decision boundary should be as far away from the data of 
both classes as possible

• We should maximize the margin, 𝞺

Class 1

Class 2

𝞺





Quadratic Optimization for Finding the Optimal 
Hyperplane 











• It is possible to construct another problem called the dual problem 
that has the same optimal value as the primal problem 
• If the primal problem has an optimal solution, the dual problem also 

has an optimal solution, and the corresponding optimal values are 
equal. 
• In order for wopt to be an optimal primal solution and αopt to be an op-

timal dual solution, it is necessary and sufficient that wopt is feasible 
for the primal problem, and 







Dual Problem





a6=1.4

A Geometrical Interpretation
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Support 
vectors





How About Not Linearly Separable
• We allow “error” xi in classification

Class 1

Class 2



Optimal Hyperplane for Nonseparable
Patterns 











Dual Problem



Philosophy of a Support Vector Machine 

• Nonlinear mapping of an input vector into a high-dimensional feature space 
that is hidden from both the input and output 

• Construction of an optimal hyperplane for separating the features that were 
discovered before 



Support Vector Machine as a Kernel Machine 







Kernel Trick 





Mercer’s theorem

• Kernel k(xi,xj) needs to satisfy a technical condition, Mercer condition 
specified by Mercer’s theorem 
• Mercer’s theorem tells us only whether a candidate kernel is actually 

an inner-product kernel in some space and therefore admissible for 
use in a support vector machine. 
• It says nothing about how to construct the functions 

James Mercer (1883-1932)



Design of Support Vector Machine 





Classify Data Points





Polynomial kernel with degree 2



Gaussian Kernel



• Two-layer perceptron type of support vector machine is somewhat 
restricted, this is due to the fact that the determination of whether a 
given kernel satisfies Mercer’s theorem can indeed be a difficult 
matter. 
• For all three machine types, the dimensionality of the feature space is 

determined by the number of support vectors extracted from the 
training data by the solution to the constrained-optimization 
problem. 



• The underlying theory of a support vector machine avoids the need 
for heuristics often used in the design of conventional radial-basis-
function networks and multilayer Perceptron. 
• In RBF networks the number of basis functions and their centers are 

determined automatically by the number of support vectors and their 
values, respectively. 

























Literature

• Simon O. Haykin, Neural Networks and Learning 
Machine, (3rd Edition), Pearson 2008

• Chapter 6

• Christopher M. Bishop, Pattern Recognition and Machine 
Learning (Information Science and Statistics), Springer 
2006

• Chapter 7



Literature

• Machine Learning - A Journey to Deep Learning, A. 
Wichert, Luis Sa-Couto, World Scientific, 2021

• Chapter 11


