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Cover’s theorem 

• A complex pattern-classification problem, cast in a high-dimensional 
space nonlinearly, is more likely to be linearly separable than in a low-
dimensional space, provided that the space is not densely populated. 
(Cover, 1965) 

• Once we have linearly separable patterns, the classification problem 
can be solved. 
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Cover’s theorem 
• Cover’s theorem on the separability (1965) 
• Given a set of training data that is not linearly separable, one can with 

high probability transform it into a training set that is linearly 
separable by projecting it into a higher-dimensional space via some 
non-linear transformation Φη(xη)

• Lift N samples onto the vertices of the simplex in the N − 1 
dimensional real space. Every partition of the samples into two sets is 
separable by a linear separator. (VC-dimension of a Perceptron) 



Simplex

• A simplex is a generalization of the notion of a triangle or tetrahedron 
to arbitrary dimensions. 
• A k-simplex is a k-dimensional polytope which is the convex hull of its 

k + 1 vertices.
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Interpolation Problem 

• The radial-basis-functions (RBF) technique consists of choosing a 
function F that has the form 



Interpolation Problem 





Micchelli’s Theorem 



Radial Basis Function Networks 
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Modifications of Radial Basis Function 
Networks 





Radial Basis Function Networks with K-Means



EM-Clustering



Em_Clustering



Output Layer 







Interpretation of Hidden Units 
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Interpretation of Hidden Units 
Statistics



Kernel Regression 









Nadaraya-Watson regression estimator 



Nadaraya-Watson regression estimator 

• The Nadaraya-Watson kernel regression 
model using isotropic Gaussian kernels, for 
the sinusoidal data set. 

• The original sine function is shown by the 
green curve, the data points are shown in 
blue, and each is the centre of an isotropic 
Gaussian kernel 

• The blue ellipse around each data point 
shows one standard deviation contour for 
the corresponding kernel. These appear 
noncircular due to the different scales on 
the horizontal and vertical axes. 



Normalised RBF network 





Constructing Kernels







Constructing new kernels by building them 
out  of simpler kernels as building blocks 

• f(·) is any function, q(·) is a 
polynomial with nonnegative 
coefficients,
• A is a symmetric positive 

semidefinite matrix, xa and xb are 
variables (not necessarily disjoint) 
with x = (xa, xb), and ka and kb are 
valid kernel functions over their 
respective spaces. 



Gaussian Kernel

• Since:

• The feature vector that corresponds to the Gaussian kernel has infinite 
dimensionality



Generative mode Kernels 



Sigmoidal kernel 



Next:
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