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Abstract. We propose a new operation of belief revision, called per-
missive belief revision. The underlying idea of permissive belief revision
is to replace the beliefs that are abandoned by traditional theories with
weaker ones, entailed by them, that still keep the resulting belief set
consistent. This framework allows us to keep more beliefs than what is
usual using existent belief base-based revision theories.

1 Introduction

In this paper we define a new kind of belief revision. We call it permissive belief
revision, and its main advantage over traditional belief revision operations is
that more beliefs are kept after revising a set of beliefs. To achieve this result,
permissive revision takes the beliefs abandoned by some traditional belief revi-
sion operation, and weakens them, adding their weakened versions to the result
of the traditional operation. In this way, ”some parts” of the abandoned beliefs
are still kept.

Throughout the article we use the following notation: lower case greek letters
(α, β, ...) represent meta-variables that range over single formulas; lower case
roman letters (a, b, ...) represent single atomic formulas; upper case roman letters
(A, B, ...) represent sets of formulas; L represents the language of classical logic
(either propositional or first-order logic).

In Section 2 we briefly describe the work in belief revision that is relevant
for the understanding of this article. In Section 3 we give some motivations,
and an example, that will provide a better understanding of what is gained
with permissive revision. After this, in Sections 4 and 5, we formally define this
operation, and present some examples. In Section 6 we prove some properties
about permissive revision, and show that it satisifies suitable counterparts for
the AGM postulates. Finally, in Section 7 we discuss some relevant issues about
our theory, in Section 8 we make a comparison with other approaches and in
Section 9 we point out some directions in which the present work may evolve.

2 Belief revision

One of the main sources of inspiration in belief revision, the AGM theory, follows
the work of [1]. This theory deals with deductively closed sets of sentences, called



sets of beliefs. According to the AGM theory, there are three operations on sets
of beliefs: expansions, contractions, and revisions.

The AGM theory presents a drawback from a computational point of view,
since it deals with infinite sets of beliefs. Both [8, 9] and [6] modified AGM by
working with a finite set of propositions, called a belief base, B, and using the
set of consequences of B, defined as Cn(B) = {φ : B ` φ}.1

We also define permissive revision on finite sets of beliefs. The traditional
revision of a consistent belief base B with a formula φ, represented by (B ∗ φ),
consists in changing B in such a way that it contains φ and is consistent (if
φ is consistent). The case of interest is when B ∪ {φ} is inconsistent, because,
otherwise, φ can just be added to B.

To perform the revision (B ∗ φ) when B ∪ {φ} is inconsistent, we have to
remove some belief(s) from B, before we can add φ. In other words, in a revision
(B ∗ φ) some belief(s) must be discarded from B.

3 Motivations

The idea of permissive revision is to transform the beliefs that were discarded in
a traditional revision into weaker versions and to add them to the result of the
revision. Permissive revision, thus, corresponds to a “smaller” change in beliefs
than traditional revision, while keeping the goal of having a consistent result.

Conjunctions are the most obvious candidates to be weakened. This aspect
was already recognized by [7], who discussed that revision theories sometimes
require to give up too many beliefs, without providing a solution to the problem.
While Lehmann only presents the problem regarding conjunctions, we argue that
this problem is more general and that it can arise with other kinds of formulas.

To illustrate the main idea behind the weakening of conjunctions, suppose,
for instance, that some traditional revision operation provides the result:

({a ∧ b, a⇒ c} ∗ ¬c) = {a⇒ c,¬c}

Permissive revision, represented by ~, weakens the abandoned formula, a∧ b
to b, and adds this to the result of traditional revision:

({a ∧ b, a⇒ c}~ ¬c) = {b, a⇒ c,¬c}

4 Formalization

By now, it should be clear that the main task in defining permissive revision is
the definition of a function Wk, which weakens the formula that was removed
during traditional revision. Actually, since there may be more than one such
formula, we consider the conjunction of all the removed formulas, and weaken it
into a new formula which will then be added to the result of traditional revision
to obtain permissive revision.
1 ` represents the classical derivability operation.



The function Wk will have different definitions, depending on whether we are
using classical logic, a non-monotonic logic or some other logic. In this article,
we restrict ourselves to classical first order logic.

Weakening a formula depends, naturally, on the set of formulas into which
we will be adding the result. Therefore, the function Wk will depend on the
formula to weaken and a set of formulas:

Wk : L × 2L → L

Wk(φ,W ) can be interpreted as “Weaken the formula φ, in such a way that after
the weakened formula is added to W , the resulting set is not inconsistent”.

Given such a function, we can formally define the permissive revision of a set
of formulas W with a formula φ, (W ~ φ). Let Abandoned be the conjunction
of all the formulas which were abandoned during the traditional revision of W
with φ, Abandoned =

∧
(W − (W ∗φ)). Then, the permissive revision of W with

φ is given by

(W ~ φ) = (W ∗ φ) ∪ {Wk(Abandoned, (W ∗ φ))}

Let us now see how a formula is weakened. Obviously, this depends on
the type of formula in question. The example in the previous section con-
veys the main ideas behind weakening conjunctions. However, there are other
logical symbols besides conjunctions. Considering the usual logical symbols,
{¬,⇒,∧,∨,∃,∀}, we have the following definition for Wk.2

Wk(φ,W ) =



φ if W ∪ {φ} is consistent
WkN(φ,W ) if φ is a negation
WkI(φ,W ) if φ is an implication
WkD(φ,W ) if φ is a disjunction
WkC(φ,W ) if φ is a conjunction
WkE(φ,W ) if φ is an existential rule
WkU(φ,W ) if φ is a universal rule
> otherwise

Note that, although Wk will only be used, in the context of permissive revision,
to weaken a formula φ known to be inconsistent with W , the weakening process
is recursive (on the structure of formulas), and there may be sub-formulas which
are consistent with W . That’s the reason for the first case. As for the last case,
which means that φ is an atomic formula inconsistent with W , there is no weaker
formula we can give than a valid formula.
2 This definition of Wk has some steps similar to the conversion to Conjunctive-

Normal-Form, and it could be simpler if the knowledge base were required to be in a
canonical form (CNF for instance). However, the syntactic differences between two
logically equivalent formulas are important from the knowledge representation point
of view.



Next, we define each of the weakening functions mentioned above. We should
keep in mind that a good weakening function should allow us to keep as much
information as possible. In order to do that for non-atomic formulas, we weaken
each sub-formula and combine the results.

When φ = ¬α, for some atomic formula α, there is nothing we can retain of
the weakening of φ. However, if α is a non-atomic formula, a∨b, for instance, we
can apply logical transformations to φ to bring to the surface a kind of formula
we know how to handle. In this case ¬(a∨b) is logically equivalent to (¬a)∧(¬b).

WkN(φ,W ) =



Wk(¬α ∧ ¬β,W ) if φ = ¬(α ∨ β)
Wk(¬α ∨ ¬β,W ) if φ = ¬(α ∧ β)
Wk(α ∧ ¬β,W ) if φ = ¬(α⇒ β)
Wk(α,W ) if φ = ¬¬α
Wk(∀(x)¬α(x),W ) if φ = ¬∃(x)α(x)
Wk(∃(x)¬α(x),W ) if φ = ¬∀(x)α(x)
> otherwise

Weakening an implication is treated in a similar way, transforming the impli-
cation into the logically equivalent disjunction, and weakening the result instead.

WkI(α⇒ β,W ) = Wk(¬α ∨ β,W )

If φ = α ∨ β, and it is inconsistent with W (otherwise WkD would not be
used), then both α and β are inconsistent with W . So, to weaken φ we have
to individually weaken both α and β, in W , and combine the results with the
disjunction again.

WkD(α ∨ β,W ) = Wk(α,W ) ∨Wk(β,W )

Conjunction seems to be a more complex case. To help understand its def-
inition we present some examples. First, consider the set W = {a ∧ b} and its
revision with ¬a. Using permissive revision, we use Wk(a ∧ b, {¬a}) and expect
it to give b. We just have to abandon one of the elements of the conjunction
and keep the other. However, if each element is itself a non-atomic formula, the
contradiction may be deeper inside in either one or in both of the elements of
the conjunction. For instance, given W = {(a∧ b)∧ (c∧ d)} and revising it with
¬(b ∧ c) we would like to get (a ∧ (c ∧ d)) ∨ ((a ∧ b) ∧ d), i.e., if it’s not possible
to have both b and c, then we would like to have either a, b and d or a, c and d.
This is the result of WkC((a∧ b)∧ (c∧d), {¬(b∧ c)}), according to the following
definition.

WkC(α ∧ β,W ) = (Wk(α,W ) ∧Wk(β,W ∪ {Wk(α,W )})) ∨
(Wk(β,W ) ∧Wk(α,W ∪ {Wk(β,W )}))

Handling existentially quantified formulas will be done through skolemiza-
tion, weakening the formula which results from the elimination of the existential
quantifier.

WkE(∃(x)α(x),W ) = Wk(α(p),W ), where p is a Skolem constant



Finally, the result of weakening universally quantified formulas is just >.
This means that, in what concerns this kind of formula, permissive revision
brings nothing new. In Section 9, we discuss some alternatives to the weakening
of universally quantified formulas.

WkU(∀(x)α(x),W ) = >

5 Examples

In this section we present some examples, to illustrate permissive revision. In all
the examples we present, permissive revision keeps more beliefs than traditional
revision. Of course, this is not always the case. Sometimes both revisions give
the same result.

Example 1 (Weakening of conjunctions). In the first situation both conjuncts
are inconsistent with the result of traditional revision; in the second situation
only one of the conjuncts is inconsistent; and in the third situation none of
the conjuncts by itself is inconsistent, only the conjunction of them causes the
inconsistency.

1. Both conjuncts are inconsistent

W = {a ∧ (b ∧ c), a⇒ d, b⇒ d}

suppose

(W ∗ ¬d) = {a⇒ d, b⇒ d,¬d}

then

Wk(a ∧ (b ∧ c), (W ∗ ¬d)) =
= (Wk(a, (W ∗ ¬d)) ∧Wk(b ∧ c, (W ∗ ¬d) ∪ {Wk(a, (W ∗ ¬d))})) ∨

(Wk(b ∧ c, (W ∗ ¬d)) ∧Wk(a, (W ∗ ¬d) ∪ {Wk(b ∧ c, (W ∗ ¬d))}))
= (> ∧Wk(b ∧ c, (W ∗ ¬d))) ∨ (Wk(b ∧ c, (W ∗ ¬d)) ∧ >)
= Wk(b ∧ c, (W ∗ ¬d))
= (Wk(b, (W ∗ ¬d)) ∧Wk(c, (W ∗ ¬d) ∪ {Wk(b, (W ∗ ¬d))})) ∨

(Wk(c, (W ∗ ¬d)) ∧Wk(b, (W ∗ ¬d) ∪ {Wk(c, (W ∗ ¬d))}))
= (> ∧ c) ∨ (c ∧ >)
= c

and

(W ~ ¬d) = {a⇒ d, b⇒ d,¬d, c}

Note that in the traditional revision we can no longer derive c, but this is
still a consequence of the permissive revision.



2. Only one of the conjuncts is inconsistent

W = {a ∧ b, a⇒ c}

suppose

(W ∗ ¬c) = {a⇒ c,¬c}

then

Wk(a ∧ b, (W ∗ ¬c)) =
= (Wk(a, (W ∗ ¬c)) ∧Wk(b, (W ∗ ¬c) ∪ {Wk(a, (W ∗ ¬c))})) ∨

(Wk(b, (W ∗ ¬c)) ∧Wk(a, (W ∗ ¬c) ∪ {Wk(b, (W ∗ ¬c))}))
= (> ∧Wk(b, (W ∗ ¬c) ∪ {>})) ∨ (b ∧Wk(a, (W ∗ ¬c) ∪ {b}))
= (> ∧ b) ∨ (b ∧ >)
= b

and

(W ~ ¬c) = {a⇒ c,¬c, b}

Like before, we keep more beliefs than traditional revision, namely b.
3. None of the conjuncts by itself is inconsistent

W = {a ∧ b, (a ∧ b)⇒ c}

suppose

(W ∗ ¬c) = {(a ∧ b)⇒ c,¬c}

then

Wk(a ∧ b, (W ∗ ¬c)) =
= (Wk(a, (W ∗ ¬c)) ∧Wk(b, (W ∗ ¬c) ∪ {Wk(a, (W ∗ ¬c))})) ∨

(Wk(b, (W ∗ ¬c)) ∧Wk(a, (W ∗ ¬c) ∪ {Wk(b, (W ∗ ¬c))}))
= (a ∧Wk(b, (W ∗ ¬c) ∪ {a})) ∨ (b ∧Wk(a, (W ∗ ¬c) ∪ {b}))
= (a ∧ >) ∨ (b ∧ >)
= a ∨ b

and

(W ~ ¬c) = {(a ∧ b)⇒ c,¬c, a ∨ b}



Example 2 (Weakening of disjunctions). We now present one example of weak-
ening a disjunction. Obviously, both disjuncts are inconsistent with the result
of traditional revision, otherwise the disjunction would not be inconsistent. Fur-
thermore, the disjuncts are both non-atomic, otherwise the result would be >.

W = {(a ∧ b) ∨ (c ∧ d), b⇒ e, d⇒ e, a⇒ f, c⇒ f}

suppose

(W ∗ ¬e) = {b⇒ e, d⇒ e, a⇒ f, c⇒ f,¬e}

then

Wk((a ∧ b) ∨ (c ∧ d), (W ∗ ¬e)) =
= WkD((a ∧ b) ∨ (c ∧ d), (W ∗ ¬e))
= Wk(a ∧ b, (W ∗ ¬e)) ∨Wk(c ∧ d, (W ∗ ¬e))
= WkC(a ∧ b, (W ∗ ¬e)) ∨WkC(c ∧ d, (W ∗ ¬e))
= a ∨ c

and

(W ~ ¬e) = {a ∨ c, b⇒ e, d⇒ e, a⇒ f, c⇒ f,¬e}

Note that in the traditional revision we can no longer derive, for instance f ,
but this is still a consequence of the permissive revision.

Example 3 (Weakening an existentially quantified formula).

W = {∃(x)a(x) ∧ b(x),∀(x)a(x)⇒ c(x)}

suppose

(W ∗ ∀(x)¬c(x)) = {∀(x)a(x)⇒ c(x),∀(x)¬c(x)}

then

Wk(∃(x)a(x) ∧ b(x), (W ∗ ∀(x)¬c(x))) =
= WkE(∃(x)a(x) ∧ b(x), (W ∗ ∀(x)¬c(x)))
= Wk(a(p) ∧ b(p), (W ∗ ∀(x)¬c(x)))
= WkC(a(p) ∧ b(p), (W ∗ ∀(x)¬c(x)))
= b(p)

where p is a Skolem constant and

(W ~ ∀(x)¬c(x)) = {∀(x)a(x)⇒ c(x),∀(x)¬c(x), b(p)}

In words, permissive revision, unlike traditional revision, allows us to keep
the belief ∃(x)b(x).



6 Properties

We now prove two essential properties of the Wk function. By essential proper-
ties, we mean that it would be unacceptable for the Wk function not to satisfy
them. The first property ensures that we don’t produce an inconsistent set when
we add the result of weakening a formula to the result of the traditional revi-
sion. The second property ensures that we are not able to derive new conclusions
from the result of weakening a formula, that were not derivable from the formula
itself.

The next theorem guarantees the first of these properties.

Theorem 1 Let W be a consistent set of formulas, and φ any formula. Then
W ∪ {Wk(φ,W )} is consistent.

Proof. If φ is consistent with W , then Wk(φ,W ) = φ and the result follows
trivially. Otherwise, we will prove by induction on the structure of the formula
φ that the weakening function produces a formula consistent with W .

If φ is a literal (an atomic formula or the negation of an atomic formula) or
a universally quantified formula, then Wk(φ,W ) = >, and therefore W ∪{>} is
consistent, provided that W is consistent.

The cases where φ is of the form ¬α or α⇒β, reduce to one of the other cases,
since the weakening of φ in these cases reduces to the weakening of a logically
equivalent formula, with either a quantifier, a disjunction or a conjunction.

Assume that α, β and γ(p), where p is some constant, are formulas that
verify the theorem. Since W ∪ {Wk(γ(p),W )} is consistent by hypothesis, then
W ∪ {Wk(∃(x)γ(x),W )} is also consistent, by definition of WkE. Accordingly,
given that W ∪ {Wk(α,W )} is consistent, and, therefore, W ∪ {Wk(α,W ) ∨
Wk(β,W )} is consistent, we prove that W ∪ {Wk(α∨ β,W )} is also consistent.
Finally, let W ′ = W ∪{Wk(α,W )}, which, as we have seen, is consistent. Since,
by hypothesis, W ′∪{Wk(β,W ′)} is consistent, i.e., W∪{Wk(α,W ),Wk(β,W ′)}
is consistent, we have that W ∪ {Wk(α,W ) ∧Wk(β,W ′)} is consistent, from
where it follows trivially that W ∪ {Wk(α ∧ β,W )} is consistent, which finishes
our proof. ut

Theorem 2 guarantees that the result of weakening a formula is not stronger
than the original formula, i.e., we do not introduce new beliefs.

Theorem 2 Let W be a set of formulas, and φ any formula. Then φ `Wk(φ,W ).

Proof. If φ ` ⊥ then φ ` ψ for every formula ψ, and in particular for ψ =
Wk(φ,W ). If φ is consistent with W , then Wk(φ,W ) = φ and, obviously, φ `
φ = Wk(φ,W ). Otherwise, as above, we will prove by induction on the structure
of the formula φ that the weakening function produces a formula not stronger
than the original.

The structure of this proof is similar to the previous one: if φ is a literal or
a universally quantified formula, then Wk(φ,W ) = >, and φ ` >; if φ is of the



form ¬α or α⇒ β, the weakening of φ reduces to the weakening of a logical
equivalent formula, with either a quantifier, a disjunction or a conjunction.

By eliminating the existential quantifier, we have that ∃(x)γ(x) ` γ(p) for
some Skolem constant p. By hypothesis, γ(p) `Wk(γ(p),W ) = Wk(∃(x)γ(x),W ),
and, therefore, ∃(x)γ(x) `Wk(∃(x)γ(x),W ).

Assume that α and β are formulas that verify the theorem. Given that, by
hypothesis, α ` Wk(α,W ), then α ` Wk(α,W ) ∨ Wk(β,W ), and, likewise,
since β `Wk(β,W ) then β `Wk(α,W ) ∨Wk(β,W ). Joining the two, we have
that α ∨ β ` Wk(α,W ) ∨Wk(β,W ), i.e., α ∨ β ` Wk(α ∨ β,W ). To finish the
proof, let’s see that conjunction preserves the theorem: from α `Wk(α,W ) and
β `Wk(β,W ∪{Wk(α,W )}), it follows trivially that α∧β `Wk(α∧β,W ). ut

Although we don’t consider it essential, we now prove another theorem that
will be needed when we prove the satisfaction of the AGM postulates for our
theory. The theorem says that the results of weakening a formula, with respect
to two logically equivalent sets, are the same.

Theorem 3 Let W and W ′ be two sets of formulas, such that Cn(W ) = Cn(W ′),
and φ any formula. Then Wk(φ,W ) = Wk(φ,W ′).

Proof. The only use of W in the definition of Wk is to check whether W ∪ {φ}
is consistent. Since Cn(W ) = Cn(W ′), W ∪ {φ} is consistent, iff W ′ ∪ {φ} is
consistent. ut

We now show that permissive revision satisfies the AGM postulates for revi-
sion, if the traditional revision satisfies these postulates. Since these postulates
refer to a revision operation on belief sets (theories or closed sets), and permis-
sive revision was defined on bases (finite sets), the first thing to do is to define
a corresponding permissive revision on theories.

Let W be a base, T the theory generated by W , i.e., T = Cn(W ), and φ a
formula. The permissive revision of the theory T with the formula φ, (T ~T φ),
is defined by

(T ~T φ) = Cn(W ~ φ)

Note that this definition implies that (T ~T φ) depends not only on T and φ,
but also on the base W from which T was generated.

We recall that permissive revision is defined in terms of a traditional revision,
∗, by:

(W ~ φ) = (W ∗ φ) ∪ {Wk(Abandoned, (W ∗ φ))}

Before we prove anything on permissive revision, let us assume that the tradi-
tional revision on bases, ∗, satisfies suitable counterparts to the AGM postulates.



(∗1) (W ∗ φ) is a base
(∗2) φ ∈ (W ∗ φ)
(∗3) (W ∗ φ) ⊆W ∪ {φ}
(∗4) If ¬φ 6∈ Cn(W ), then W ∪ {φ} ⊆ (W ∗ φ)
(∗5) (W ∗ φ) is inconsistent, iff ¬φ ∈ Cn(∅)
(∗6) If φ⇔ ψ ∈ Cn(∅), then (W ∗ φ)− {φ} = (W ∗ ψ)− {ψ}

Of these postulates, only postulate (∗6) is not a straightforward counterpart
to the corresponding AGM postulate. The straightforward counterpart would be

If φ⇔ ψ ∈ Cn(∅), then (W ∗ φ) = (W ∗ ψ)

Since we are dealing with bases, and not closed sets, it is not reasonable to expect
such a result (unless, of course, φ and ψ are not only equivalent, but also the
same formula). What is reasonable to assume is that the revisions of the same
base with two equivalent (but different) formulas, only differ between them in
these formulas.

If we now define a traditional revision on theories as

(T ∗T φ) = Cn(W ∗ φ)

where T is the theory generated by the base W , T = Cn(W ), it is trivial to
show that the AGM postulates are satisfied by ∗T .

(∗T 1) (T ∗T φ) is a theory, i.e., (T ∗T φ) = Cn(T ∗T φ)
(∗T 2) φ ∈ (T ∗T φ)
(∗T 3) (T ∗T φ) ⊆ Cn(T ∪ {φ})
(∗T 4) If ¬φ 6∈ T, then Cn(T ∪ {φ}) ⊆ (T ∗T φ)
(∗T 5) (T ∗T φ) is inconsistent iff ¬φ ∈ Cn(∅)
(∗T 6) If φ⇔ ψ ∈ Cn(∅), then (T ∗T φ) = (T ∗T ψ)

Now that we have established the postulates satisfied by the traditional re-
vision on which permissive revision is based, we prove the following theorem.

Theorem 4 Let ~T be a permissive revision on theories defined as before:

(T ~T φ) = Cn(W ~ φ).

Then, for any theory T (generated from a base W ), and any formulas φ and ψ,
~T satisfies the AGM postulates.

(~T 1) (T ~T φ) is a theory, i.e., (T ~T φ) = Cn(T ∗T φ)
(~T 2) φ ∈ (T ~T φ)
(~T 3) (T ~T φ) ⊆ Cn(T ∪ {φ})
(~T 4) If ¬φ 6∈ T, then Cn(T ∪ {φ}) ⊆ (T ~T φ)
(~T 5) (T ~T φ) is inconsistent, iff ¬φ ∈ Cn(∅)
(~T 6) If φ⇔ ψ ∈ Cn(∅), then (T ~T φ) = (T ~T ψ)



Proof.
(~T 1) (T ~T φ) is a theory, i.e., (T ~T φ) = Cn(T ∗T φ).
By definition of ~T .

(~T 2) φ ∈ (T ~T φ).
By definition of ~T and (∗2).

(~T 3) (T ~T φ) ⊆ Cn(T ∪ {φ}).
By definition of ~T and ~

(T ~T φ) = Cn(W ~ φ) = Cn((W ∗ φ) ∪ {Wk(Abandoned, (W ∗ φ))})

By (∗3) ((W ∗ φ) ⊆ W ∪ {φ}), Theorem 2 (Abandoned `Wk(Abandoned,W )),
and monotonicity

Cn((W ∗ φ) ∪ {Wk(Abandoned, (W ∗ φ))}) ⊆ Cn(W ∪ {φ} ∪ {Abandoned})

By definition of Abandoned, Abandoned =
∧

(W − (W ∗ φ)), we have that W `
Abandoned, so

Cn(W ∪ {φ} ∪ {Abandoned}) = Cn(W ∪ {φ})

Finally, since

Cn(W ∪ {φ}) = Cn(Cn(W ) ∪ {φ}) = Cn(T ∪ {φ})

our proof of (~T 3) is complete.

(~T 4) If ¬φ 6∈ T , then Cn(T ∪ {φ}) ⊆ (T ~T φ).

Cn(T ∪ {φ}) = Cn(Cn(W ) ∪ {φ}) = Cn(W ∪ {φ})

By (∗4), since ¬φ 6∈ T , we have that W ∪ {φ} ⊆ (W ∗ φ). This, together with
monotonicity, implies that

Cn(W ∪ {φ}) ⊆ Cn(W ∗ φ)

Now, if ¬φ 6∈ T , then, by definition,Abandoned =
∧
{} = >, andWk(Abandoned, (W∗

φ)) = >. So, (W ~ φ) = (W ∗ φ), and (T ~T φ) = Cn(W ∗ φ).

(~T 5) (T ~T φ) is inconsistent, iff ¬φ ∈ Cn(∅).
By definition,

(T ~T φ) = Cn(W ~ φ) = Cn((W ∗ φ) ∪ {Wk(Abandoned, (W ∗ φ))}).

If ¬φ ∈ Cn(∅), then, by (∗5), (W ∗ φ) is inconsistent, and so is (T ~T φ).
If ¬φ 6∈ Cn(∅), then, by (∗5), (W ∗ φ) is consistent, and, by Theorem 1 so is
(W ∗ φ) ∪ {Wk(Abandoned, (W ∗ φ))}.



(~T 6) If φ⇔ ψ ∈ Cn(∅), then (T ~T φ) = (T ~T ψ).
By definition,

(T ~T φ) = Cn(W ~ φ) = Cn((W ∗ φ) ∪ {Wk(Abandonedφ, (W ∗ φ))}),

where Abandonedφ =
∧

(W − (W ∗ φ)), and

(T ~T ψ) = Cn(W ~ ψ) = Cn((W ∗ ψ) ∪ {Wk(Abandonedψ, (W ∗ ψ))}),

where Abandonedψ =
∧

(W − (W ∗ ψ)).
Since, by (∗6), (W ∗ φ)− {φ} = (W ∗ ψ)− {ψ}, we have that

Abandonedφ = Abandonedψ

Since, by (∗T 6), Cn(W ∗ φ) = Cn(W ∗ ψ), by Theorem 3, we have that

Wk(Abandonedφ, (W ∗ φ)) = Wk(Abandonedψ, (W ∗ ψ))

which ends our proof. ut

7 Discussion

Traditional belief revision theories [9, 6] may produce different results when re-
vising logically equivalent theories with the same formula, i.e., they are syntax-
dependent. For example, the fact that both a and b are true may be repre-
sented either by {a ∧ b} or by {a, b}. These two representations will provide
different results when revised with ¬a. This should be expected, since we are
dealing with syntax-based approaches and finite belief sets. However, in this
example, if permissive revision is applied to weaken the formulas removed by
traditional revision, the result will be the same, {b}. This allows us to conclude
that, in some cases, the syntax-dependency of traditional approaches is nullified
by permissive revision. Furthermore, the weakening function by itself is syntax-
dependent, as the following example shows: Wk(a ∨ b⇒ c, {a,¬c}) = >, but
Wk((a⇒ c) ∧ (b⇒ c), {a,¬c}) = b⇒ c. Again, such a behaviour should be ex-
pected: the weakening function completely relies on the syntax of the formula
to be weakened. If this dependency was considered a flaw, the use of a canonical
form for the formula to be weakened would very easily eliminate it. However,
since the weakening function is applied to the result of a traditional theory,
which is syntax-dependent, it wouldn’t make much sense. Theorem 3, on the
other hand, shows that this function is not dependent on the syntax of the set
in respect to which a formula is weakened.

A preliminary report of the work presented in this article appears in [4]. The
present article contains, in addition to the preliminary report, Theorem 3 and
the proof of the AGM postulates.



8 Comparison with other approaches

To the best of our knowledge, when we submitted this article no similar work
had been done, except for our preliminary report [4]. The work presented in [2]
however, also aims at minimizing the loss of information by weakening infor-
mation involved in conflicts rather than completely removing it. We will first
convey the main ideas behind their work, and then present some comments on
the comparison of both approaches.

In [2] it is assumed that the available information is given as an ordered
knowledge base (KB), i.e., a ranking of information as logical sentences: KB =
{S1, S2, . . . , Sn}. When revising a KB with a formula φ, they start with i = 1
and KB = {φ}; for each Si, if it is consistent with KB then KB ← KB ∪
Si. Otherwise, all possible disjunctions (of the formulas in conflict) of size 2
are computed. If they are consistent with KB then they are added to KB.
Otherwise, all possible disjunctions of size 3 are computed, and so on.

One major difference between both approaches is that [2] is a “complete”
revision operation, while ours can be applied to the result of any traditional
revision operation.3 So, our theory is also more permissive in the sense that it
allows any traditional theory to choose the formulas to weaken.

The only example in [2] has its knowledge base in clausal form, although this
does not seem to be a requirement. If we convert the examples in this paper
to clausal form, both approaches produce exactly the same results in all the
examples. Further work is needed to prove whether this is always so. However,
if we use our original examples, the results are not same. Actually, since in all
our examples only one formula is removed, the work of [2] simply discards that
formula, while ours weakens it.

9 Future work

As we saw in Section 4, universal rules are weakened to >, which is obviously
too drastic a solution. This aspect can be improved in two directions. When
considering a monotonic logic, a universal rule can be weakened following the
general ideas presented in Section 4. For instance, if we have ∀(x)a(x) ∧ b(x),
and revise this with ¬a(p), the universal rule must be abandoned, but it can be
weakened to ∀(x)b(x).

In another direction, i.e., when considering a non-monotonic logic, the most
natural way of weakening a universal rule is to turn it into the “corresponding”
default rule. Of course, defining the exact meaning of “corresponding” default
rule will depend on the particular non-monotonic logic being considered, but we
can state this informally as turning a universal like “All As are Bs” into the
default “Typically, As are Bs”. See [10] for an approach to this problem, using
Default Logic.

We intend to implement permissive revision on top of SNePSwD [5]. The fact
that this system is a belief revision system, with an underlying non-monotonic
3 Our approach could even be applied to the result of theirs.



logic [3] will be particularly helpful. This system already has mechanisms for
determining the consistency of belief sets, and keeping a record of inconsistent
sets, which will be necessary for the implementation of the weakening function.
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