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A recent reanalysis by Mikhelashvili and Mikhaeli of the effect of the spontaneous decay of the donor on the kinetics of Forster’s
electronic energy transfer is discussed critically. It is shown that their treatment is incorrect.

1. Introduction

The standard theory for electronic energy transfer
in condensed media is that of Forster and Dexter [1-
3]. From it, kinetic laws for a variety of situations
have been derived throughout the years (for reviews,
see e.g. refs. [4-7]). In particular, the case of direct
energy transfer by the dipolar mechanism in rigid
media, first considered by Férster [8], has been ex-
tended by several authors [9-141].

In a recent Letter in this Journal, Mikhelashvili
and Mikhaeli [15] (denoted MM) criticize a prem-
ise common to all previous treatments, namely the
multiplicative nature of the intrinsic decay of the do-
nor. In this note, it will be shown that their argument
is unsound.

2. Kinetics of direct energy transfer

The donor decay law p(¢) for direct energy trans-
fer in rigid solution is usually written as [14]

p=ex — LN [ {1 —ew(~w(1) o),
(1)

where 7 is the donor’s lifetime in the absence of
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transfer, f(¢) the distance distribution function for
the donor-acceptor pair, w(r) the rate constant for
transfer #! and N the number of acceptors around
each donor. This expression, valid for not too high
a concentration of acceptors, is to be compared with
eq. (9) of MM, where f(r) is missing. The same
problem also occurs with all subsequent averaged de-
cay laws, namely egs. (13), (19) and (20) in MM’s
Letter. Even if one considers that

Nf(ry=ng(rju(r), (2)

where » is the number density of acceptors, g(r) is
the radial distribution function and U(r) equals 1,
2nr or 4nr? in one, two and three dimensions, re-
spectively, and writes

dr=u(r)dr, (3)

asinegs. (13), (19) and (20) of MM’s Letter, there
remains a discrepancy, even assuming g(r)=1,as N
has been substituted incorrectly for n. This is, how-
ever, a minor mistake compared to the main point
raised by MM.

Eq. (1) in this Comment may be obtained from

dNa(8) 1
=57 == Na()=w(D)Na(1) , (4)

where N4(¢) is the number of excited donors and the
time-dependent rate coefficient w(t) is

¥l For simplicity the dependence on relative orientation is ne-
glected, i.e. an isotropic mechanism is assumed.
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w(t):fo(r, tyw(r) dr, (5)

the (time-dependent) distance distribution function
f(r, t) being given by

Na(r, 1)
J& Na(r, ) dr’

where N,(r, t) is the total number of acceptors at a
distance r from excited donors. As the disappearance
of an excited donor entrains that of the acceptor
partner, one has, in agreement with MM,

WarD) _ Ly e 5y —w(r )N ) (7
ot T

Ar )= (6)

Integration of eq. (7) yields
N.(r, t)=N,(r,0) exp(—~t/t) exp[—w(r)t], (8)
but as N,(r, 0)=NoNf(r), where N, is the initial
number of excited donors, eq. (8) becomes
N,(r,t)=NyNf(r) exp(—t/t) exp[ —w(r)t] .

(9)
Substitution into eq. (6) gives

S(r) exp[—w(r)t]

I& f(r) exp[ —w(r)t] dr

The denominator is close to unity for all times of in-
terest, hence

fin)= (10)

f(r, )= f(r) exp[ —w(r)t] . (11)

MM erroneously identify f(r, ¢) with N, (r, t), whilst
the correct result is eq. (6). As has been shown here,
although N, (r, ¢) depends on the spontaneous decay
rate, this dependence does not propagate to the time-
dependent rate coefficient. While MM lead one to
conclude that the number of acceptors around ex-
cited donors decreases with time, these are in fact
always surrounded by N acceptors: It is only their
distance distribution function that evolves with time.
Eqg. (1) therefore remains valid. It should also be re-
marked that eq. (1), a limiting case of the Golubov—
Konobeev decay law [9], is not usually obtained
“from eqs. (4)-(6), as MM state, see refs. [9-14].
Indeed, the opposite is more correct: eqs. (4), (5)
and (11) may be obtained by the differentiation of
eq. (1). But it should be noted that eqs. (4) and (5)
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also apply to fluid media, in which case f(r, t) no
longer satisfies eq. (11) owing to molecular diffu-
sion [16].

MM also claim:that experimental energy transfer
results yield effective critical radii R, higher than the
spectroscopically evaluated ones by a factor of 1.16
to 1.20. This statement is questionable, as it is based
only on two (1963 and 1968) references.

Since 1968, many studies showed quantitative
agreement with theory (see e.g. ref. [17] for a re-
view of some time-resolved experiments), not to
mention previous work cited in refs. [3,18,19]. Al-
though with known limitations [2-4,20], the
Forster-Dexter theory has passed all experimental
tests, including recent picosecond and sub-picose-
cond studies [21-26].

References

[1] T. Forster, Ann. Physik 2 (1948) 55.

[2]1D.L. Dexter, J. Chem. Phys. 21 (1953) 836.

[3]1D.L. Dexter, T. Forster and R.S. Knox, Phys. Stat. Sol. 34
(1969) K159.

[4] V.M. Agranovich and M.D. Galanin, Electronic excitation
energy transfer in condensed matter (North-Holland,
Amsterdam, 1982).

[5] U.M. Gosele, Prog. React. Kinetics 13 (1984) 63.

[6]S.A. Rice, in: Comprehensive chemical kinetics, eds. C.H.
Bamford, C.F.H. Tipper and R.G. Compton (Elsevier,
Amsterdam, 1985).

[717J. Klafter and J.M. Drake, eds., Molecular dynamics in
restricted geometries (Wiley, New York, 1989).

[8] T. Forster, Z. Naturforsch. 4a (1949) 321.

[9]1S.1. Golubov and Y.V. Konobeev, Soviet Phys. Solid State
13 (1972) 2679.

[10] V.P. Sakun, Sov. Phys. Solid State 14 (1973) 1906.

[11] A. Blumen and J. Manz, J. Chem. Phys. 71 (1979) 4694.

[12]A. Blumen, J. Chem. Phys. 74 (1981) 6926.

[131J. Klafter and A. Blumen, J. Chem. Phys. 80 (1984) 875.

[14] M.N. Berberan-Santos and M.J.E. Prieto, J. Chem. Phys.
88 (1988) 6341.

[15] M.S. Mikhelashvili and A.M. Mikhaeli, Chem. Phys. Letters
185 (1991) 347.

[16] M.J. Pilling and S.A. Rice, J. Chem. Soc. Faraday Trans. II
72 (1976) 792.

[171G.R. Fleming, Chemical applications of ultrafast
spectroscopy (Oxford Univ. Press, Oxford, 1986).

[ 18] N.J. Turro, Modern molecular photochemistry (Benjamin,
Menlo Park, 1978).

[19] A. Kawski, Photochem. Photobiol. 38 (1983) 487.

[20] D.L. Andrews, Chem. Phys. 135 (1989) 195.

221




222

Volume 196, number 1,2 CHEMICAL PHYSICS LETTERS 7 August 1992
|

[21]N.P. Ernsting, M. Kaschke, J. Kleinschmidt, K.H. Drexhage

[24] M. Kaschke, N.P. Ernsting, B. Valeur and J. Bourson, J.
and V. Huth, Chem. Phys. 122 (1988) 431. Phys. Chem. 94 (1990) 5757.
[22]Y.R. Kim, P. Share, M. Pereira, M. Sarisky and R M. [25] T. Tkeda, B. Lee, S. Tazuke and A. Takenaka, J. Am. Chem.
Hochstrasser, J. Chem. Phys. 91 (1989) 7557. Soc. 112 (1990) 4650.
[23] A. Osuka, K. Maruyama, I. Yamazaki and N. Tamai, Chem.

[26] M. Kaschke, B. Valeur, J. Bourson and N.P. Ernsting, Chem. -
Phys, Letters 165 (1990) 392. Phys. thters 179 (1991) 544.



